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1965 wels daamTavra korcxelis saSualo skola oqros 
medalze, 1969w. ki m. gorkis saxelobis soxumis saxelmwifo 
pedagogiuri institutis fizika-maTematikis fakulteti maTe-
matikis specialobiT. 1969-1971 wlebSi igi muSaobda zugdidis 
raionis sofel jixaSkaris I saSualo skolaSi maTematikis 
maswavleblad, 1971 wlidan ki soxumis pedagogiuri institu-
tis, 1979 wlidan afxazeTis saxelmwifo universitetis fizi-
ka-maTematikis fakultetis algebra-geometriis kaTedraze 
maswavleblis, ufrosi maswavleblis, docentis Tanamdebo-
bebze. 1989 wlidan, afxazeTis saxelmwifo universitetidan 
qarTuli nawilis gamoyofisa da mis bazaze axali sauniver-
siteto centris – ivane javaxiSvilis sax. Tbilisis saxel-
mwifo universitetis soxumis filialis dafuZnebis Semdeg, 
is iyo am umaRlesi saswavleblis maTematikisa da kompiuter-
ul mecnierebaTa fakultetis dekani. 

mSobliur institutSi samuSaod dabrunebis dRidanve 
ganisazRvra misi pedagogiuri da samecniero muSaobis mimar-
Tuleba, albaTobis Teoria da maTematikuri statistika. 

 revaz absava, rogorc mecnieri, ivane javaxiSvilis sa-
xelobis Tbilisis saxelmwifo universitetis albaTobis Te-
oriisa da maTematikuri statistikis kaTedris aRzrdilia. 
is mecnierebis did da eklian gzaze daakvaliana kaTedris 
gamgem profesorma gvanji maniam, gamoCenilma mecnierma da 
mecnierebis brwyinvale organizatorma. amave kaTedris pro-
fesoris, elizbar nadaraias xelmZRvanelobiT Sesrulda sa-
kandidato disertacia Temaze: `mravalganzomilebiani ganawi-
lebis simkvrivisa da regresiis funqciis araparametruli 
gulovani tipis SefasebaTa Sesaxeb~  (spec.: 01.01.05 – albaTo-
bis Teoria da maTematikuri statistika), romelic brwyinva-
led daicva moskovis eleqtronuli manqanaTmSeneblobis in-

stitutis specializirebuli sabWos (К.063.68.05) sxdomaze 1986 
wlis 10 oqtombers da mas mieniWa fizika-maTematikis mecnier-
ebaTa kandidatis samecniero xarisxi. xolo, 1989w. martSi 
umaRlesma saatestacio komisiam mianiWa docentis wodeba. 

Semdgom iyo politikuri krizisi afxazeTSi, omi, romel-
mac Seaferxa ara marto TiToeuli afxazeTelis winsvla... 

1993 wlidan TbilisSi, miuxedavad didi problemebisa, 
pedagogiuri da administraciuli muSaobis paralelurad r. 
absavam ganagrZo samecniero muSaoba (konsultanti: Tsu alba-
Tobis Teoriisa da maTematikuri statistikis kaTedris gamge, 
saqarTvelos mecnierebaTa akademiis wevr-korespondenti, pro-
fesori  elizbar nadaraia). kvlevis obieqti iyo: ganawilebis 
kanonis funqcionaluri maxasiaTeblebis zogadi saxis arap-
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arametrul SefasebaTa kvadratuli gadaxris zRvariTi gana-
wilebis miRebis meTodis SemuSaveba da misi realizeba; gana-
wilebis simkvrivis da regresiis mrudis Sesaxeb martivi da 
rTuli hipoTezebis Sesamowmebeli kriteriumebis ageba da 
maTi simZlavris dadgena; klasifikaciis da identifikaciis 
problemebTan dakavSirebuli zogierTi sakiTxis gadawyveta. 

revaz absava 30-ze meti samecniero publikaciis avto-
ria, maT Soris aris ori meToduri miTiTeba, saxelmZRvane-
lo albaTobis TeoriaSi da monografia. revaz absavas mecni-
erulma kvlevebma dasrulebuli saxe miiRo sadoqtoro di-
sertaciis saxiT: `ganawilebis kanonis funqcionaluri maxa-
siaTeblebis araparametruli Sefasebebi da gamoyeneba kla-
sifikaciis da identifikaciis amocanebSi~ (spec.: 01.01.08 – ma-
Tematikuri kibernetika). fizika–maTematikis mecnierebaTa doq-
toris samecniero xarisxis mosapoveblad disertacia wared-
gina ivane javaxiSvilis sax. Tbilisis saxelmwifo universi-

tetis Ph.M.01.08 sadisertacio sabWos. dainiSna dacvis dRe... 
dacvamde ramdenime dRiT adre, 57 wlis asakSi wavida 

Cvengan batoni revazi da dagvitova didi gulistkivili.                                                                                 
imdenad didi iyo am SemTxvevis rezonansi saqarTvelos samec-
niero sazogadoebaSi, rom moxda uprecedento SemTxveva maTe-
matikosebs Soris saqarTvelos istoriaSi. daniSnul dros 
Sedga zemoT aRniSnuli sabWos sxdoma, sadac disertantis 
rolSi iyo konsultanti, batoni elizbar nadaraia. 

naSromis mecnieruli siaxle mdgomareobs SemdegSi: 

 ganawilebis funqcionaluri maxasiaTeblebis ara-
parametrul SefasebaTa zogadi klasisaTvis Ses-
wavlilia integraluri kvadratuli gadaxris zR-
variTi ganawileba. arsebiTad, es klasi moicavs 
bevr cnobil Sefasebas, rogoricaa, magaliTad, ga-
nawilebis simkvrivis gulovani da proeqciuli ti-
pis Sefasebebi, histogramebi, regresiis mrudis gu-
lovani Sefaseba, regresogramebi, riskis funqciis 
gulovani Sefaseba da a.S. 

 moZebnilia kvadratuli gadaxris zRvariTi gadawi-
leba TiTqmis yvela zemoT CamoTvlili funqciona-
luri maxasiaTeblebis SefasebisaTvis friad zogad 
pirobebSi, amasTanave pirvelad iqna Seswavlili 
kvadratuli gadaxris zRvariTi ganawileba regre-
sogramis, `SeSfoTebuli~ regresiis (bernSteinis 
amocana) da riskis funqciisaTvis. 
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 ganawilebis simkvrivis da regresiis mrudisaTvis 
agebulia integraluri tipis kriteriumebi statis-
tikur hipoTezaTa Sesamowmeblad. 

 helingeris manZilis cnebaze dayrdnobiT agebulia 
Tanxmobis kriteriumi, romelic ar aris damokide-
buli ganawilebis simkvrivis saxeze. 

 Seswavlilia ganawilebis simkvrivis da regresiis 
mrudis araparametruli gulovani tipis Sefaseba-
Ta gamoyeneba klasifikaciis da identifikaciis am-
ocanebSi. kerZod, agebulia empiriuli gadamwyveti 
wesebis klasi, romelTaTvisac baiesis riskis Sesa-
bamisi mimdevrobebi TiTqmis yvelgan ikribeba opti-
malurisaken. 

 Seswavlilia regresiis funqciisaTvis gaser–miul-
eris tipis araparametruli gulovani Sefasebis ga-
moyeneba identifikaciis amocanebisaTvis. miRebu-
lia am Sefasebis kvadratuli gadaxris zRvariTi 
ganawileba da moyvanilia maTi gamoyeneba regresi-
is funqciisaTvis martivi da rTuli hipoTezis Se-
mowmebasTan dakavSirebul amocanebTan. amoxsnilia 
i. linikis ganzogadebuli amocana. Semowmebulia 
hipoTeza mocemuli rigis paraboluri tipis regre-
siis arsebobis Sesaxeb. 

 SemuSavebulia regresiis ori funqciis tolobis 
hipoTezis Semowmebis kriteriumis agebis meTodika, 
romelic mWidro kavSirSia identifikaciis amocan-
ebTan da Seswavlilia agebuli kriteriumis asimp-
toturi Tvisebebi. 

 ramdenime ganawilebis SemTxvevaSi agebulia erTg-
varovnebis hipoTezis Semowmebis kriteriumi, amasTa-
nave ganixileba `maxlobeli~ alternativebis mim-
devroba, romelTaTvisac SemoTavazebuli kriteriu-

mebi ufro mZlavria, vidre kolmogorov–smirnovis 
tipis kriteriumebi. 

 SemuSavebulia optimaluri, adapturi gulovani Se-
fasebis agebis meTodika mravalganzomilebiani gana-
wilebis simkvrivisaTvis. moZebnilia guli, romlis 
saSualebiT SegviZlia minimumamde daviyvanoT gana-
wilebis simkvrivis Sefasebis integraluri kvadra-
tuli gadaxris maTematikuri lodini. ganzogadebu-
lia veis-volfovicis Sedegi wertilSi ganawile-
bis simkvrivis Sefasebis Sesaxeb. 



11 

 

sadisertacio sabWom erTxmad, faruli kenWisyriT, revaz 
absavas mianiWa fizika-maTematikis mecnierebaTa doqtoris 
samecniero xarisxi sikvdilis Semdeg. 

aRsaniSnavia, rom gardacvalebis Semdeg, batoni eliz-
bar nadaraias ZalisxmeviT 2005 wels iyo gamocemuli zemoT 
aRniSnuli monografia `dakvirvebaTa ganawilebis kanonis 
funqcionaluri maxasiaTeblebis araparametrul SefasebaTa 
Teoriis zogierTi amocana~. Semdgom, 2008 wels, misive Tana-
avtorobiT Tsu gamomcemlobam gamosca monografiis ganax-
lebuli varianti.  

2005 da 2009 wlebSi Tbilisis universitetma orjer ga-
mosca revaz absavas TanaavtorobiT `albaTobis Teoriis~  
saxelmZRvanelos ganaxlebuli da Sevsebuli variantebi. 

revaz absavam pirovnuli TvisebebiT, saqmianobiT, mecni-
eruli moRvaweobiT samaradJamod ukvdavyo Tavisi saxeli. 
man Tavisi cxovrebiT bevrs uCvena magaliTi adamianuri Ta-
nadgomisa da uSvretelad siTbos gacemisa. man Camoayaliba 
brwyinvale, Zlieri, akademiuri koleqtivi, misi mSobliuri 
maTematikisa da kompiuterul mecnierebaTa fakulteti. is 
iyo fakultetis yvela wevris megobari, soxumis saxelmwifo 
universitetis erT-erTi aRiarebuli lideri. yvela, vinc re-
zo absavas kargad icnobda, ecodineba, rom man Tavisi xan-
mokle sicocxlis ganmavlobaSi SeZlo kacurad ecxovra, ga-
moevlina siyvarulisa da Sromis udidesi niWi, gamxdariyo 
misabaZi Tavisi ganumeorebeli da unikaluri xasiaTiT... 

 

                                                                                                
               soxumis saxelmwifo universitetis 

Sromebis MmaTematikisa da  
kompiuterul mecnierebaTa seriis  

saredaqcio kolegia 

                                                                           
MMM      
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THE  ESTIMATION  OF A  DISTRIBUTION  FUNCTION  

BY AN INDIRECT  SAMPLE 

 

 
Abstract. The problem of estimation of a distribution function isconsi-

dered when the observer has an access only to some indicator random values. 

Some basic asymptotic properties of the constructed estimates are studied. In this 

paper, the limit theorems are proved for continuous functionals related to the es-

timate of  xFn
ˆ  in the space  aaC 1, . 

2010 Mathematical Subject Classification: 60F05, 62G05, 62G10, 

62G20. 

Key words and phrases: distribution function estimate, unbiased, consis-

tency, asymptotic normality, estimate of time moments, Wiener process, random 

process. 

                      

 
1. Introduction 

 
Let nXXX ,,, 21   be a s  ample of independent observations of a 

random non-negative value X with a distribution function  xF . In prob-

lems of the theory of censored observations, sample values are pairs 

 iii tXY   and  iii XYIZ  , ni ,1 , where it  are given numbers 

( ji tt   for ji  ) or sample values independent of iX , ni ,1 . Through-

out the paper,  AI  denotes the indicator of the set A. 

Our present study deals with a somewhat different case: an observ-

er has an access only to the values of random variables  iii tXI  , 

with 
n

i
ct Fi

2

12 
 , ni ,1 ,     1:0inf xFxcF . 
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The problem consists in estimating the distribution function  xF  

by means of a sample n ,,, 21  . Such a problem arises for example 

from a region of corrosion investigations, see [1] where an experiment 

related to corrosion is described. 

As an estimate for  xF  we consider an expression of the form 

 

     
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where  xK  is some weight function (kernel),   nhh   is a se-

quence of positive numbers converging to zero. 

                          

2. Conditions of asymptotic unbiasedness and  consistency 

In this subsection we give the conditions of asymptotic unbiased-

ness and  consistency and the theorems on a limiting distribution  xFn
ˆ . 

Lemma 1. Assume that 

1
0
.  xK  is some distribution density of bounded variation 

and    xKxK  ,   ,Rx . If nh , then 

    















 
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ux
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h

tx
K
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Fc

mm

F

n

j

j

mjm 111

0

11

1

11 2121 , (2) 

uniformly with respect to  Fcx ,0 ; 1m , 2m  are natural numbers. 

Proof. Let  xP  be a uniform distribution function on  Fc,0 , and 

 xPn  be an empirical distribution function of ―the sample‖ nttt ,,, 21  , 

i.e.,    


 
n

j

jn xtInxP
1

1
. It is obvious that 
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   
nc

x

c

x
n

n
xPxP

FFcx
n

cx FF 2

1

2

11
supsup

00













.  (3) 

We have 

    






 








 







Fc

mm

F

n

i

i

mim
duuF

h

ux
K

hc
tF

h

tx
K

nh
0

11

1

11 2121
11

 

       






 



Fc

n

mm
uPuPduF

h

ux
K

h
0

11 21
1

.         (4) 

Applying the integration by parts formula to the integral in the 

right-hand part of (4) and taking (3) into account, we obtain (2). 

Below it is assumed without loss of generality that the interval 

   1,0,0 Fc . 

Theorem 1. Let  xF  be continuous and the conditions of the 

lemma be fulfilled. Then the estimate (1) is asymptotically unbiased and 

consistent at all points  1,0x . Moreover,  xFn
ˆ  has an asymptotically 

normal distribution, i.e., 

 

        

         ,1

,1,0ˆˆ

22

1



 

duuKxFxFx

NxxFExFnh d

nn




 

where d denotes convergence in distribution, and  1,0N  a random 

value having a normal distribution with mean 0 and variance 1. 

Proof. By Lemma 1 we have 

     

  ,
11

,
1

1

0

2

1

1

















 

















nh
Odu

h

ux
K

h
xF

nh
OdthtxFtKxEF

n

h

x

h

x

n

       (5) 

and for n  
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 
 




















 
 ,1,0,

2

1

,1,0,1
1

2

1

0
xx

x

xFdu
h

ux
K

h
 

       xFxFdtthxFtK
h

x

h

x

2

1




. 

Hence it follows that    xFxFE n ˆ ,  1,0x  as n . 

Analogously, it is not difficult to show that 

 

      
 

 xF
nh

OduuFuF
h

ux
K

nh
xFVar nn

2

22

1

0

2

2

1
1

1ˆ 































 
  . 

Hence we readily derive 

 

           duuKxFxFxxFVarnh n

22 1~ˆ    

 (6) 

for  1,0x . 

Thus  xFn
ˆ  is a consistent estimate for  xF ,  1,0x , and there-

fore  

 

      1,0,,,as1ˆˆ
212121  xxxxnxFxFP nn . 

Let us now establish that  xFn
ˆ  has an asymptotically normal dis-

tribution. Since, by virtue of (5),    xFxF n 22  , it remains for us to ve-

rify the condition of the Liapunov central limit theorem for  xF n1 . 

Let us denote 

    i
i

ii
h

tx
Knhx  







 


1
 

and show that 

   0,02
1

1

1

2








 


xFVarEEL n

n

j

jjn .                         (7) 

We have 

 

       xKMtF
h

tx
KnhMEE

Rx

n

j

j

j
n

j

jj

















 
  max,2

1

21

1

2 

 . 
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Hence, taking (2) into account, we find 

 

   









1

1

1

2

nhcEE
n

j

jj .             (8) 

Using the relation (6) and the inequality (8), we establish that 

  










2



nhOLn , i.e., (7) holds. 

3. Uniform consistency 

 In this subsection we define the conditions, under which the esti-

mate  xFn
ˆ  uniformly converges in probability (a.s.) to true  xF . 

Let us introduce the Fourier transform of the function  xK  

    dxxKet itx  

and assume that 

2
0
.  t  is absolutely integrable. Following E. Parzen [2],  xF n1  

can be represented as 

    


 




n

j

h

t
iu

j
h

x
iu

n due
nh

uexF
j

1

1

1

2

1



. 

Thus 

         


 




n

j

h

t
iu

jj
h

x
iu

nn duetF
nh

uexEFxF
j

1

11

1

2

1



. 

Denote 

      10,1,,ˆˆsup 


 hhxFExFd nnn
x

n

n

. 

Theorem 2. Let  xK  satisfy conditions 1
0
 and 2

0
. 

(a) Let  xF  be continuous and nhn 2

1

, then 

    0ˆsup 


P

n
x

n xFxFD
n

; 

(b) If 








1

2

n

p

p

hn , 2p , then 0nD  a.s. 
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Proof. We have 

    0
1

1sup
1

11

0






















 
 




 







h

h

x

duuKduuKdu
h

ux
K

hn

.     (9) 

This and (5) imply that 

  01sup 2 


xF n
x n

,      (10) 

i.e., due to the uniform convergence for any 00  , 10 0   , and 

sufficiently large 0nn  , we have   02 1 xF n  uniformly with respect 

to nx  . Therefore 

     

     .,
1

2

1
1

sup1

1

1

0

11

1

0

jij

n

j

h

t
iu

j

nn
x

n

tFdue
nh

u

xEFxFd

j

n





 















 

Hence, by Hölder‘s inequality, we obtain 

 

 
 

     2,1
11

,
2

1
1

1

0   



p

qp
duudueud q

p
p

n

j

h

t
iu

jp

pp

n

j






. 

Thus 

 
 

   



















 
 duu

h

tt
Eu

nh
pcEd

p

kj

kj

kj

p

p

n

2

,

cos
1

,,  ,  (11) 

where 

   
 

  q
p

p

p
duupc 


 




2

1
1,, 0 . 

Denote 

   



















 


kj

kj

kj
u

h

tt
uA

,

cos  . 

Then by (11) we write 

 
 

          







 



duuEAuAEuduuEAu
nh

pcEd
pp

p

p

p

n
22

0

1
2

1
,,2  .    (12) 

Using Whittle‘s inequality [3] for moments of quadratic form, we 

obtain 
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          
4

,

222
2

1
2

3

2 cos
2

2

p

ji

kj

kj
pp

ppu
h

tt
pc

p
cuEAuAE



































 








   , 

where 

      






 


2

12
,1

21
p

scEp

p

pp

kk


 . 

Hence it follows that 

   













 22

pp

nOuEAuAE           (13) 

uniformly with respect to   ,u . It is also clear that 

 













 22

pp

nOuEA      (14) 

uniformly with respect to   ,u . 

Having combined the relations (12), (13) and (14), we obtain 

 
2,

1















 p

hn
OEd

p

p

n . 

Therefore 

   
 pp

nn
x hn

c
xFExFP

n 
 3ˆˆsup 











.     (15) 

Furthermore, we have 

          














xFxFxEFxFxFE n
x

n
x

n
x nnn

21

0

1supsup
1

1ˆsup


.  (16) 

By virtue of (10), the second summand in the right-hand part of 

(16) tends to 0, whereas the first summand is estimated as follows: 

 

    









 nh
OSSxFxEF nnn

x n

1
sup 211 ,     (17) 

    

,
1

1sup

,
1

sup

1

0

2

1

0
10

1





















 









 










dy
h

yx
K

h
S

dy
h

yx
KxFyF

h
S

nx
n

x
n
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and, by virtue of (9), 

 nS n as02 .          (18) 

Let us now consider nS1 . Note that 

   

    
















 











x

x
x

x
n

du
h

u
K

h
xFuxF

dy
h

yx
K

h
xFyFS

1
10

1

0
10

1

1
sup

1
sup

 

   













 du

h

u
K

h
xFuxF

x

1
sup

10

.             (19) 

Assume that 0  and divide the integration domain in (19) into 

two domains u  and u . Then 

   

    

































u
x

u
x

n

du
h

u
K

h
xFuxF

du
h

u
K

h
xFuxFS

1
sup

1
sup

10

10
1

 

     






h
u

uRx

duuKxFuxF


2supsup .     (20) 

By a choice of 0  the first summand in the right-hand part of 

(20) can be made arbitrarily small. Choosing 0  and letting n , 

we find that the second summand tends to zero. Therefore 

0lim 1 


n
n

S .           (21) 

Finally, from the relations (15)-(18) and (21) the proof of the theo-

rem follows. 

 

 

Remark 1.  

 

(1) If   0xK , 1x  and 1 , i.e.,  hhn  1, , 

then 02 nS . 

(2) In the conditions of Theorem 2 
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 
    0ˆsup

,




xFxFn
bax

 

in probability (a.s.) for any fixed interval    1,0, ba  

since there may exist 0n  such that   nba , , 0nn  . 

Assume that  nh , 0 . The conditions of Theorem 2 are ful-

filled:  

2

1
0if2

1

 nhn , 

and 

2,
2

2
0if

1

2 










p
p

p
hn

n

p

n

p

 . 

                   

4. Estimation of moments 

In considering the problem, there naturally arises a question of es-

timation of the integral functionals of  xF , for example, moments m , 

1m : 

    

1

0

1 1 dttFtm m

m . 

As estimates for m  we consider the statistics 

 

  













 


n

j

h

h

n

jm

jnm dttF
h

tt
Kt

hn

m

1

1

1

2

11
1ˆ  . 

Theorem 3. Let  xK  satisfy condition 1
0
 and, in addition to this, 

  0xK  outside the interval  1,1 . If nh  as n , then nk̂  is 

an asymptotically unbiased, consistent estimate for m  and moreover 

 
       

 

1

0

2222 1,1,0
ˆˆ

dttFtFtmN
En mdnmnm 




. 

Proof. Since  xK  has  1,1  as a support, we establish from (5) 

that  



21 

 

  









nh
OnF n

1
12  

uniformly with respect to  hhx  1, . 

Hence, by Lemma 1 we have 

   

 

    
















































 









 


 

 

 

















nh
OdttdvvhtFvKm

nh
OdttduuF

h

ut
K

h
m

dttF
h

tt
Kt

h
tF

n

m
E

h

h

m

h

h

m

n

j

h

h

n

jm

jnm

1
1

11
1

1
1ˆ

1

1

1

1

1

1

1

0

1

1

1

2

1

 

      














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By the Lebesgue theorem on majorized convergence, from (22) we 

establish that 
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Therefore nm̂  is an asymptotically unbiased estimate for m . 

Further, analogously to (22), it can be shown that 
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where 
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By the same Lebesgue theorem we see that 
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Therefore (23) and (24) imply that m

P

nm  ˆ . 

To complete the proof of the theorem it remains to show that the 

statistics  nmnm En  ˆˆ   have an asymptotically normal distribution 
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with mean 0 and dispersion 1. For this it suffices to show that the Liapu-

nov fraction 0nL . Indeed, 

     

     

  .ˆ

ˆ

ˆ
1

22
11

7

1

2
12

2

6

1

2
1

2
1

1

2

1
2

22

























 








































 

















nOVarnc

VartFEnc

VardtF
h

tt
Kt

h
tFEmnL

nm

n

j

nmjj

n

j

nm

h

h

n

jm

jjn

 

The theorem is proved. 

 

5. Limit theorems of functionals related to the estimate  xFn
ˆ . 

 In this subsection the kernel   0xK  is chosen so that it would be 

a function of finite variation and satisfy the conditions 

 

        10,1,   uforuKduuKuKuK . 

Theorem 4. Let   0xg ,  aax  1, , 
2

1
0  a , be a measurable 

and bounded function. 

(a) If   0aF  and 2nh  as n , then 
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(b) If   0aF , 2nh , 04 nh  as n  and 

 xF  has bounded derivatives up to second order, then as 

n  
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Remark 2. We have introduced 0a  in (25) in order to avoid the 

boundary effect of the estimate  xFn
ˆ  since near the interval boundary 

the estimate  xFn
ˆ  being a kernel type estimate behaves worse in the 

sense of order of bias tendency to zero than on any inner interval 
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Proof of Theorem 4. We have 
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Since  uK  has  1,1  as a support and aua  10 , it can be 

easily verified that 
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By virtue of Lemma 1, we can easily show that 
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it follows that   91 cug  , we have 

   

2
1

0

10

1

















 





h

ta

h

ta

a

n duuKdtc ,        (28) 
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By the Lebesgue theorem on bounded convergence, from the latter 

expression and (28) we obtain 
   nn as01 .     (29) 
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Analogously, 
   nn as01 .     (30) 

Now let us establish that 
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for all  aat  1, , we have 
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Further, we continue the function  ug1  so that that outside 
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The theorem is proved. 
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(2) In the conditions of the item (b) of Theorem 4, 
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Next we obtain 
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The lemma is proved. 

Let us introduce the following random processes: 

 

         

          .ˆ
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nnn

duuFuFuFntT

duuFuFEuFntT
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

 

Theorem 5. 

1
0
. Let the conditions of the item (a) of Theorem 4 be ful-

filled. Then for all continuous functionals  f  on  aaC 1, , 

the distribution   tTf n  converges to the distribution 

  atWf   where  atW  , ata  1 , is a Wiener process 

with a correlation function    asattsr  ,min, , 

  0 atW , at  . 

2
0
. Let the conditions of the item (b) of Theorem 4 be ful-

filled. Then for all continuous functionals  f  on  aaC 1, , 

the distribution   tTf n  converges to the distribution 

  atWf  . 

Proof. First we will show that the finite-dimensional distributions 

of processes  tTn  converge to the finite-dimensional distribution of a 

process  atW  , at  . Let us consider one moment of time 1t . We have 

to show that 
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   atWtT d

n  11 .    (39) 

 

To prove (39), it suffices to take     xIxg ta 1,  in (25). Then, by 

virtue of Theorem 4, 

  

      atNdxxINtT

a

a

ta

d

n 













 



1

1

,1 ,0,0
1

. 

 

Let us now consider two moments of time 1t , 2t , 21 tt  . We have 

to show that 

 

         atWatWtTtT d

nn  2121 ,, .       

(40) 

 

To prove (40), it suffices to take in (25) 

 

         xIxIxg ttta 211 ,2,21   , 

 

where 1  and 2  are arbitrary finite numbers. Then, by virtue of 

Theorem 4, 

 

 

          12

2

21

2

212211 ,0 ttatNtTtT d

nn   . 

On the other hand, 

 

               atWatWWatWatWatW  1221212211 0   
 

is distributed as       12

2

21

2

21,0 ttatN   . Therefore (40) 

holds. The case of three and more number of moments is considered ana-

logously. Therefore the finite-dimensional distributions of processes 

 tTn  converge to the finite-dimensional distributions of a Wiener process 

 atW  , ata  1  with a correlation function 

 

      atatWatatttr  ,0,,min, 2121 . 
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Now we will show that the sequence   tTn  is dense, i.e., the se-

quence of the corresponding distributions is dense. For this it suffices to 

show that for any  aatt  1,, 21  and all n 

    2,2
212521  sttctTtTE

ss

nn . 

 

Indeed, this inequality is obtained from (36) for     xIxg tt 21 , . 

Further, taking (35), (37) and the statement (b) of Theorem 4 into 

account, we easily ascertain that the finite-dimensional distributions of 

processes  tTn  converge to the finite-dimensional distributions of a 

Wiener process  atW  , and also that 

 

    2,2
212621  sttctTtTE

s
s

nn . 

 

Hence, from Theorem 2 of the monograph [3, p. 583] the proof of 

the theorem follows. 

 

6. Application 

By virtue of Theorem 5 and the Corollary of Theorem 1 from [3, 

p. 371] we can write that 

 

    
   

dx
a

x

a
GtTTP n

ata
n 



















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


212
exp

212

2
max

2

1

 
 

(a is a prescribed number, 210  a ) as n . 

This result makes it possible to construct tests of a level  , 

10  , for testing the hypothesis 0H  by which 

    axaxFxFEH n
n




1,ˆlim: 00 , 

 

in the presence of the alternative hypothesis 

 

        0ˆlim:

1

001 




a

a

n
n

dxxFxFExFH  . 
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Let   be the critical value,    G . If as a result of the expe-

riment it turns out that 


nT , then the hypothesis 0H  must be re-

jected. 

Remark 3. Let it  be the partitioning points of an interval  Fc,0 , 

    1:0inf xFxcF , chosen from the relation  
n

j
tH j

2

12 
 , 

nj ,1 , where 

   
x

duuhxH
0

, 

 uh  is some known density of a distribution on  Fc,0  and 

  0 xh  for all  Fcx ,0 . In that case, by a reasoning analogous to 

that used above we can obtain a generalization of the results of the 

present study. 

Remark 4. Some ideas of the proof of Theorem 4 are borrowed 

from the interesting paper by A. V. Ivanov [5]. 
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elizbar nadaraia, petre babilua,  

grigol soxaZe 

 

ganawilebis funqciis Sefaseba  

arapirdapiri SerCeviT  
 

 

naSromSi agebulia ganawilebis funqciis Sefaseba, ro-
desac damkvirveblisTvis misawvdomia zogierTi indikatoru-
li SemTxveviTi sididis mniSvnelobebi. Seswavlilia agebuli 
Sefasebis zogierTi ZiriTadi Tviseba. naSromSi aseve damtki-

cebulia  xFn
ˆ  SefasebasTan dakavSirebuli  aaC 1,  sivrce-

Si uwyveti funqcionalebisaTvis zRvariTi Teoremebi. 
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Abstract. The paper considers the problem of estimation of  proba-

bility distribution parameters by using grouped observations. In some 

groups, observation involves not individual values of a random variable, 

but only their total quantity, whereas some groups are censored for the 

observer so that even the quantity of elements contained in them is un-

known. For such a sampling, the maximum pseudo-likelihood method is 

used, the question of asymptotic consistency and asymptotic effective-

ness of such estimators is investigated. The consideration is concretized 

for the estimator of a mean normal distribution.  
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1.  Introduction 

 

In mathematical statistics, in particular in the point estimation 

theory, a special place is held by the maximum likelihood method (in the 

sequel abbreviated to ―mlm‖). Various modifications of this method and 

its generalizations are successfully applied in many situations. In the 

course of many years the mlm has been used for grouped samplings, as 

well as in censoring problems and estimator truncation problems (see [1] 

and [5] and the references therein). The results obtained are satisfactory 

from both the mathematical and the computational standpoint.  
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In the present paper, we consider the problem of estimation of 

probability distribution parameters by using a specific variant of observa-

tions. It is assumed that observations are grouped and there might be cas-

es of partial or full non-observation of individual realization variables. 

We propose to use a somewhat more refined (in a certain sense) version 

of the mlm and show that it leads to asymptotically consistent and effec-

tive estimators.  

 

2.  Statement of the problem and the method its solution. 

 Let X  be a random variable with a distribution function 

   ,xFxF  , where   is an unknown vector parameter in a finite-

dimensional space qR . Assume that   is a compactum. We need to 

construct the consistent estimator   using observation data on the ran-

dom variable X . The experiment is set up so that we do not know the 

actual number of realizations, but know only a part of them.   

 Let the fixed points  nttt 21  be given on the 

straight line R  (we do not exclude the case where the first or the last 

point takes an infinite value). These points form intervals which may be 

of three categories: 

0) an interval интервал  1, ii tt  belongs to the zero-th category if in 

this interval neither individual values of the sample nor the total quantity 

of sample values of the random value X  are known:  

1) an interval  1, ii tt  belongs to the first category if in this catego-

ry individual values of the sampling are unknown, but the number of 

sample values of the random value X  is known. As usual, this number is 

denoted by in . 

2) an interval  1, ii tt  belongs to the second category if in this in-

terval individual values of the sampling 
iinii xxx ,,, 21   are known.  

In the sequel, summation or integration over the intervals of the ze-

ro-th, first or second categories will be denoted by the symbols (0), (1) 

или (2), respectively.   

We call a sampling of this type a partially grouped sampling with 

censoring. Censored samplings of both types, as well as truncated sam-

plings are obviously a particular case of the problem stated. The absence 

of information in the intervals of the zero-th category creates a difficulty 
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which we will try to overcome by assuming that we know the type of the 

distribution  ,xF   and the quantity of sample values not occurring in 

an interval of the first category: 
   


2,1

inn . 

Let  1,  iii ttA  be an interval of the zero-th category. Denote by 

im  the quantity of sampling terms occurring in iA . Then 
 


0

imnr  is 

the total quantity of observations. Note that 

 


0

i

i

mn

m
 is a relative fre-

quency of the occurrence of X  in iA . If    ,ˆˆ xFxF rr   is an empirical 

distribution function, then   

 

   irir

i

i tFtF
mn

m ˆˆ
1

0







         (1) 

and, by the strengthened Bernoulli law of large numbers, it reduces 

to       ,,1 iii tFtFp    with probability 1. 

By summing equalities (1) over all intervals of the zero-th category 

we find  

 

 

    
 

    
 




























0

1

0

1

0 ˆ1

ˆˆ

i

irir

i

irir

i

tFtF

tFtF

nm


. 

Hence we obtain  

 



















)0(

1

1

)(ˆ)(ˆ1

)(ˆ)(ˆ

i

irir

irir
i

tFtF

tFtF
nm .  (2) 

Let us apply the maximum pseudo-likelihood method. Assume that 

the random value X  has a distribution density    ,xfxf   with re-

spect to the Lebesgue measure. Then a likelihood function has the form  

             






 
i

ii

n

j

il

i

n

ii

i

m

iin xftFtFtFtFxL
1)1(

1

)0(

1; . (3) 

where im ,  0i , are defined by (2). The finding of points of a 

maximum of the function  ;xL  is complicated by the difficulty of 
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studying the smoothness properties of empirical functions. For this rea-

son we consider a slightly modified likelihood function  

 

      
   
           











  

 i

i
ii

ii
n

j

il

i

n

ii

i

tFtF

tFtF
n

iin xftFtFtFtFxL
1)1(

1

)0(

1
1 1

1

; .    (4) 

Lemma. Let the following conditions be fulfilled: 

(a) the distribution function  ,xF  is continuous with re-

spect to both variables and has the continuous derivative 

 
 
x

xF
xf









,
, ; 

(b) the function  ,xLn   has  the absolute maximum n  . 

Then n  is an asymptotically consistent and asymptotically effec-

tive estimator of the true value of the parameter 0  . 

The proof follows from the respective theorems of [6], [7]. 

 

 

3.  Estimation of a mean for a normal distribution  

with incomplete observation. 

Let X  be a normally distributed random value with densi-

ty  
 

2

2

2

2

1











t

etp , where   is the unknown mean and   is known.. 

Let the interval ],[ ba  be  inaccessible ( a  and b  may be infinite, too) for 

the observer, and also the quantity of individual observations in this in-

terval be unknown. However we have observations outside this interval: 

nXXX ,...,, 21 . It is required to estimate   by these observations. For this 

we use maximum pseudo-likelihood estimators.  

To construct the likelihood function, note that if we denote by k  

the number of  terms of the total sampling which have occurred in ],[ ba , 

then 
nk

k


 will be the frequency of occurrences in the interval ],[ ba . 

Therefore, by the Bernoulli-Kholmogorov theorem, p
nk

k



  a.s., 
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where 






 







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



 ab
p , 







t u

duet 2

3

2

1
)(


. Thus, as  k , we 

take  
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

















ab

ab
n

k

1

ˆ . 

Since the probability that exactly k  elements from the sampling 

will occur in the «black hole » is 

k

ab















 








 









, we can write 

the pseudo-likelihood function in the form  



















 
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
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






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

 
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





 








 


n

i

ab

ab
n

i abX
L

1

11






























, (5) 

where as usual we denote   2

2

2

1
t

et





 . Note that the power in 

(5) may turn out to be a non-integral number. However it is always posi-
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Let us study the expression (6) for  . Denote, for the sake 

of brevity, t
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By the Cauchy mean value theorem,  
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The denominator in (6) tends to 1 and the first two summands in 

the braces also tend to 1. So, we have to calculate the limit of the expres-

sion  
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Analogously, for   we have t , s  and  
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Therefore 
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The continuous function L
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
 changes the sign and therefore 

there exists a point ̂  such that 0ln
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. Let us verify that the 

second derivative at this point is negative.  

We write the second derivative in the form  
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We have to show that these four fractions, when summed, have a 

negative value. The first fraction is negative. For the third fraction  
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we have a negative value since it is obvious that     1 st . It 

remains to show that  
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Since for 10  x  we have 0ln1  tt , we need to prove that  
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In this expression only    sstt    may be negative. This may 

happen in two cases: when 1s  and 0t  or 0s  and 1t . Because 

of symmetry we consider the second case, in which it is assumed 
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The second case with 1s  and 0t  is considered in analogous 

manner.  

Thus 0ln
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 and therefore ̂  is a unique maximum point for 

the likelihood function (5). Taking Lemmas 1 and 2 into account, we can 

state that the following theorem is valid.  

Theorem. Assume that we have the sampling of a normal random 

value nXXX ,...,, 21  with the unknown mathematical expectation   and 

the known dispersion 2 . Observation is carried out outside the interval 
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Moreover, this estimator is asymptotically consistent and effective.. 
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Remark 1. While proving the theorem, we see that a  or b  may be 

infinite. The case a  and  b  correspond to the case of left 

censoring, whereas for  a  and  b  we have the right censor-

ing. 

Example 1. If a  and 0b , then we obtain the following eq-

uation for defining ̂ : 










































n

i

iX
nn 1

2 1
1ln














 . 

Example 2. As has been shown in proving the theorem, for ab  

the equation (8) implies the classical case 



n

i

iX
n 1

1
̂ .                                                                                                                  

                                              

 

REFERENCES 

 

1. G. Kulldorff. To the theory of estimation from grouped and partially 

grouped samples. Nauka. Moscow, 1966. 

2. L. Weiss, J. Wolfowitz. Maximum likelihood estimation of a trans-

lation parameter of a truncated distribution. – Ann. Statist. 1 (1973), 

944-947. 

3. N. Balakrishnan, Sh. Gupta, S. Panchapakesan. Estimation of the 

location and scale parameters of the extreme value distribution based 

on multiply type-II censored samples. – Comm. Statist. Theory 

Methods. 24 (1995), No. 8, 2105-2125. 

4. J. M. Wooldridge. Econometric analysis of cross section and panel 

data. – Cambridge, MA: MIT Press, 2002. 

5. Zh. Zhang, H. E. Rockette. Semiparametric maximum likelihood 

for missing covariates in parametric regression. – Ann. Inst. Statist. 

Math. 58 (2006), No. 4, 687-706. 

6. T. S. Ferguson. A course in large sample theory. – Texts in Statisti-

cal Science Series. Chapman & Hall. London, 1996. 

7. J. V. Dillon, G. Lebanon. Statistical and computational tradeoffs in 

stochastic compose likelihood. ArXiv: 1003.0691v1., 2010, 29 p. 

 

 

 



43 

 

elizbar nadaraia, mzia facacia, 

 grigol soxaZe 

 

ganawilebis parametrebis fsevdo-maqsimaluri 

dasajerobis meTodiT Sefasebis Sesaxeb  

cenzurirebuli dajgufebuli  

monacemebisaTvis 

 

naSromSi ganxilulia albaTuri ganawilebis parametre-
bis Sefaseba dajgufebuli monacemebisaTvis. amasTan, zogi-
erT jgufebSi dakvirvebadia SemTxveviTi sididis ara indivi-
dualuri mniSvnelobebi, aramed maTi saerTo raodenoba, xo-
lo zogierT jgufSi damkvirveblisaTvis miuwvdomelia maTi 
raodenobac ki. aseTi tipis SerCevisaTvis gamoyenebulia fsev-
do-maqsimaluri dasajerobis meTodi, Seswavlilia Sefasebe-
bis asimptoturad Zaldebuloba da asimptoturad efeqturo-
ba. magaliTis saxiT ganxilulia normaluri ganawileba. 
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GOGI   PANTSULAIA 

 

ON A  RIEMANN  INTEGRABILITY OF FUNCTIONS  DEFINED  

ON INFINITE-DIEMENSIONAL  RECTANGLES 

 

 

Abstract. We announce a result asserted  that for a Riemann in-

tegrable function f defined on the infinite-dimensional rectangle  

1

[ , ]i i
i

a b




 ОВ  ,  an infinite-dimensional version of the Weyl  theorem  is 

valid. This fact allows us to give an effective algorithm for a calculation 

of the Riemann integral 

1

[ , ]

( ) ( ) ( )

i i

i

a b

R f x d xl
Ґ

=

Х

т , where l  denotes an infi-

nite-dimensional  ‗Lebesgue measure‘ constructed by  R.Baker in 1991.  

  

       2010 Mathematical Subject Classification: Primary 28Axx, 

28Cxx, 28Dxx; Secondary 28C20, 28D10, 28D99. 

      Key words and phrases: Riemann integrability,  Lebesgue 

measure, infinite-dimensional rectangles 

 
 

1. Introduction 

 

Various questions combinatorial or discrete type frequently arise in 

different domains of modern mathematics (especially, in Mathematical 

analysis, Measure theory, Differential equations, Game theory, Set The-

ory, Graph Theory  etc.) and are important from the theoretical view-

point and from the view-point of their numerous applications. In particu-

lar, these questions play a key role in applications of algorithms and 

computer science. For example, the notion of a equidistributed, or un-

iformly distributed  sequences ( )n n Na О  in an interval [ , ]a b  describes a 

certain discrete  mathematical  structure  which  has  various  interesting  
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applications  from the view-point of its  applications in  the theory of al-

gorithms and computer science. In particular, by Weyl well known theo-

rem ,  for every  Rieman  integrable function  f on   [ , ]a b ,  the following 

equality  

 

1

( ) ( )1
lim ( )

b

n

a
n k

k

R f x dx
f a

n b a
® Ґ

=

=
-

т
е

 
 

holds  if and only if  the sequence ( )n n Na О  is  equidistributed, or un-

iformly distributed    in an interval [ , ]a b  , where ( ) ( )
b

a
R f x dxт  denotes 

Riemann integral of the f  over [ , ]a b . Moreover, in common cases, it is 

possible  to estimate the velocity of such a  convergence.  

   To  various applications of a equidistributed, or uniformly distri-

buted  sequences  is devoted  the well known monograph   of  L. Kuipers  

and  H. Niederreiter [1].  Firstly, such sequences have been  used    by 

Hardy  and Littlewood  [2]  in  Diophantine approximation   theory.      

It is natural to consider   

Problem 1.1.  Whether one can  elaborate a theory of uniformly 

distributed  sequences  for infinite-dimensional  rectangles ?.  

     Since  the  theory of uniformly distributed  sequences  for finite-

dimensional  rectangles essentially  implies the technique of the  Lebes-

gue measure, here arises  the following  

Problem 1.2.  What measures in infinite-dimensional topological 

vector space  RҐ  can be assumed as partial analogs of the n -

dimensional classical Lebesgue measure (defined on the Euclidean vec-

tor space nR ) ? 

In this direction, we must  say that a partial analog of the Lebesgue 

measure on RҐ is not defined uniquely.  Problem 1.2  was solved  by 

African  mathematician  R.Baker [3]. He   introduced a notion of "Lebes-

gue measure" on R   as follows:  a measure   being a completion of a  

shift-invariant Borel measure on R   is called a "Lebesgue measure" on 

R  if for any infinite-dimensional rectangle  

1

[ , ]i i
i

a b




 ( i ia b   ) with 
1

0 ( )i i
i

b a




      

 the equality   
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1 1

( ( , )) ( )i i i i
i i

a b b a
 

 

      

holds, where  

1 1

( ): lim ( )
n

i i n i i
i i

b a b a




 

    . 

 

 In 2004, simultaneously  have been published articles [4] and [5]  

which also contain solution of Problem 1.2.  In [4]  has been posed a 

question asking whether measures  [3]  and  [4]  coincide. The negative 

answer to this question has been obtained in  [6]. In this manuscript  has 

been introduced  the notion of generators of shy sets in Polish topological 

vector spaces and has been done their various interesting  applications. In 

particular,  here has been  demonstrated  that this class  contains  specific 

measures which naturally generate early  implicitly introduced classes of 

null  sets. For example, here has been constructed : 1) Mankiewicz gene-

rator which generate exactly the class of all  cube null sets; 2) Preiss -

Tiser generators which generate exactly the class of all  Preiss -Tiser null 

sets , etc.  Moreover,  such measures  (unlike s -finite Borel measures) 

possess many interesting, sometimes unexpected, geometric properties.   

New concepts of the ―Lebesgue measure‖ on RҐ (the so called, a -

standard  and  a -ordinary  Lebesgue measures) have been  proposed and  

their some  realizations in the ZFC theory have been considered  in  [7] .  

Also, it has been shown  that Baker's both measures [3] and [4], Mankie-

wicz  and Preiss - Tiser generators [6] and the measure  [5] are not  an 

a -standard Lebesgue measure on RҐ for  (1,1, )a = L .  

Under  such  a   rich class of  shifp-invariant Borel measures  in  

RҐ  it is natural to consider the following problems: 

Problem  1.3. Whether one can elaborate the theory of  Riemann 

integration in  RҐ ?  

Problem  1.4. In terms of partial analogs of the Lebesgue measure 

in RҐ , whether one can elaborate theory of uniformly  destributed se-

quences in infinite-dimensional rectangles? 

Note that the solution of Problems 1.3-1.4  assumes an infinite ge-

neralization of well known classical results (for example, Lebesgue theo-

rem about Riemann integrability, Weyl theorem, etc) formulated in terms 

of Lebesgue measure (on nR )  to an infinite-dimensional topological  

vector spaces  of all real valued sequences RҐ  (equipped with Tikhonov 

topology )  in terms of  partial analogs  of the Lebesgue measure (for ex-
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ample, Mankiewicz generator, Baker measures, standard Lebesgue meas-

ure, etc). 

The purpose of the present manuscript is to consider a certain con-

cept for a partial solution of  the Problems  1.3-1.4  in terms of the meas-

ure l  [3] and to announce main results established in [9].   

The paper is organized as follows. 

In Section 2 we give some auxiliary definitions from the Riemann 

integrability theory. In Section 3 we announce  our main results estab-

lished in [9].    

 

2.  Auxiliary definitions and notions 

 

In order to solve  Problem 1.3   for    "Lebesgue measure" l  [3],  

we need  a notion of Riemann integrability on infinite-dimensional rec-

tangle in terms of the  measure l .  

We denote  by  В  a class of all measurable rectangle  

1

[ , ]i i
i

a b




 ( i ia b   ) with 
1

0 ( )i i
i

b a




    .   

It is clear that  an equality 
1 1

( ( , )) ( )i i i i
i i

a b b a
 

 

     holds.  

A set U  is called an elementary rectangle  in the 
1

[ , ]i i
i

a b




   if it 

admits the following representation 

 

                                      
1 1
][ , ][ [ , ]

m

k k k kk k m
U c d a b

Ґ

= = +
= ґХ Х  

 

where   k k k ka c d bЈ < Ј       for   1 k mЈ Ј ( )m NО . 

It is obvious that 

 

                                        
1 1

( ) ( ) ( )
m

k k k kk k m
U d c b al

Ґ

= = +
= - ґ -Х Х  

 

for the elementary rectangle U . 

   Also, a number ( )d U , defined by  

 

1 1
1 1

( )
2 (1 ) 2 (1 )

m

k k k k

k k
k k mk k k k

d c b a
d U

d c b a

Ґ

+ +
= = +

- -
= +

+ - + -
е е , 
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is diameter of the U  with respect to Tikhonov metric in R . 

A family of pairwise disjoint elementary    rectangles   

1( )k k nUt Ј Ј=  of the 
1

[ , ]i i
i

a b




    is called Riemann partition  of the 

1

[ , ]i i
i

a b




  if 
1

1

[ , ]
n

i i kk
i

a b U





 . 

 A number  ( )d t ,  defined by 

 

                                                ( ) max{ ( ) :1 }kd d U k nt = Ј Ј  

is called mesh or norm of the Riemann partition t . 

Let  f  be a real-valued bounded function defined on 
1

[ , ]i i
i

a b




 . 

Definition 2.1  We say that the f is Riemann-integrable on 

1

[ , ]i i
i

a b




  if there exists a real  number s  such that for every positive real 

number    e   there exists a real number  0d>  such that, for every Rie-

mann partition 1( )k k nUt Ј Ј=  of the 
1

[ , ]i i
i

a b




   with ( )d t d<  and for 

every sample   1( )k k nt Ј Ј  with  (1 )k kt U k nО Ј Ј , we have 

 

                                             
1

| ( ) ( ) |
n

k kk
f t U sl e

=
- <е  

 

The number s  is called Riemann integral from the f  over  

1

[ , ]i i
i

a b




   and is denoted by  

1

[ , ]

( ) ( ) ( )

i i

i

a b

R f x d xl
Ґ

=

Х

т . 

Definition 2.2. We say that a real-valued function :f Ґ ®Ў Ў  is 

Riemann integrable with respect to the measure  l  if there exists  a coun-

table family ( )k k NB О  of pairwise  disjoint elements of the В   

that  

 

( )i   ( ) ( |
kBk k N f" О Ю  is Riemann integrable  on )kB , where  

|
kBf  denotes a restriction of the f  on kB  ; 
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( )ii  ( )( \ ( ) 0)k N kx x B f xҐ

О" О И Ю =Ў ; 

 

( )iii  The series ( ) | ( ) ( )
k

k

B
B

k N

R f x d xl
О

е т  is absolutely convergent. 

If  for the function  f  the conditions  ( ) ( )i iii-  fulfilled, then  a 

number    

 

( ) | ( ) ( )
k

k

B
B

k N

R f x d xl
О

е т  

 

is called Riemann integral of the f  over ҐЎ  with respect   to  l   

and is denoted by             

( ) ( ) ( )R f x d xl
ҐтЎ

. 

 

Note, that a first step to forward  for resolution  of Problem 1.3 will 

be an investigation of the following  

Problem 2.1  Describe in terms of the measure l a class of all real- 

valued  Riemann integrable functions  on  
1

[ , ]i i
i

a b




 .  

Definition 2.3. An increasing sequence  ( )n n NY О  of finite subsets of 

the infinite-dimensional rectangle 
1

[ , ]i i
i

a b




 ОВ   is said to be uniformly 

distributed in  the  
1

[ , ]i i
i

a b




 ,  if , for every elementary rectangle U in the 

1

[ , ]i i
i

a b




 , we have  

 

1

#( ) ( )
lim

#( )
( [ , ])

n
n

n
i i

i

Y U U

Y
a b

l

l
® Ґ Ґ

=

=

Х

I
. 

                                    

     

2.  Main Results 

 

Present section we announce the main results obtained in [9].   
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 Theorem 3.1    Let  
1

[ , ]i i
i

a b




 ОВ .    Let  ( )( )k

n n Nx О  be uniformly 

distributed  in the interval [ , ]k ka b  for k NО . We set  

( )

1

1

( ) { }
n

n k

n j j k

k k n

Y x a=

= >

= ґХ ХU .  Then  ( )n n NY О is  uniformly distributed in  

the  
1

[ , ]i i
i

a b




 ,   

 

Theorem 3.2 Let f  be a continuous (w.r.t. Tikhonov metric)  func-

tion on 
1

[ , ]i i
i

a b




 . Then the f  is Riemann-integrable on 
1

[ , ]i i
i

a b




 . 

 We have the following infinite-dimensional version of the Lebes-

gue theorem (see, [10], Lebesgue Theorem , p.359). 

Theorem 3.3 Let f  be a bounded real-valued function on 

1

[ , ]i i
i

a b




 .  Then  f  is Riemann integrable on  
1

[ , ]i i
i

a b




  if and only if 

f  is l -almost  continuous (w.r.t. Tikhonov metric)   on 
1

[ , ]i i
i

a b




 . 

Theorem 3.4   For 
1

[ , ]i i
i

a b




 ОВ , let ( )n n NY О  be an increasing 

family its  finite subsets. Then ( )n n NY О  is uniformly distributed in the 

1

[ , ]i i
i

a b




  if  and only if for every continuous (w.r.t. Tikhonov metric)   

function f  on 
1

[ , ]i i
i

a b




   the following equality 

 

1

[ , ]

1

( ) ( ) ( )

( )

lim
#( )

( [ , ])

i i

n i

a b
y Y

n

n
i i

i

R f x d x

f y

Y
a b

l

l

Ґ

=О

® Ґ Ґ

=

Х
=

т
е

Х
 

 holds. 
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gogi fanculaia 

 

usasrulo-ganzomilebian paralelepipedze  

gansazRvruli funqciebis rimanis azriT  

integrebadobis Sesaxeb 

 
naSromSi anonsirebulia is faqti, rom usasrulo-gan-

zomilebian 
1

[ , ]i i
i

a b




 ОВ  paralelepipedze gansazRvruli ri-

manis azriT integrebadi f funqciisaTvis marTebulia veilis 

Teoremis usasrulo-ganzomilebiani analogi. aRniSnuli faq-
ti iZleva rimanis   

 

1

[ , ]

( ) ( ) ( )

i i

i

a b

R f x d xl
Ґ

=

Х

т    

integralis gamoTvlis efeqtur algoriTms, sadac l   

aRniSnavs r. beikeris mier 1991 wels agebul usasrulo-gan-
zomilebian `lebegis zomas~. 
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USHANGI  GOGINAVA 

 

CONVERGENCE IN MEASURE OF  TWO-DIMENSIONAL 

CONJUGATE WALSH-FEJER MEANS 

 

Abstract. The main aim of this paper is to prove that for any Orlicz 

space, which is not a subspace of )(log 2ILL , the set of the functions that 

quadratic conjugate Fejer means 2/3)==(   of the double Walsh-Fo-

urier series converges in measure is of first Baire category.  

2010 Mathematical Subject Classification: 42C10.  

Key words and phrases: Conjugate Walsh-Fourier series, 

Orlicz space, Convergence in measure 

 

1.  Introduction 
 

The partial sums )( fSn  of the Walsh-Fourier series of a function 

[0,1)=),( IILf   converges in measure on I  [9, 14]. The condition 

)(ln
2ILLf   provides convergence in measure on 2I  of the 

rectangular partial sums )(, fS mn  of double Fourier-Walsh series [19]. 

The first example of a function from classes wider than )(ln
2ILL   with 

)(, fS nn  divergent in measure on 2I  was obtained by Getsadze in [5]. 

Moreover, Tkebuchava [15] proved that in each Orlicz space wider than 

)(ln
2ILL   the set of functions with quadratic Walsh-Fourier sums 

converge in measure on 2I  is of first Baire category. 

Weisz [16, 17] proved that conjugate Fejйr means of double 

Walsh-Fourier 
 ,

,n m f
 

  , [0,1),   converges a. e. for each 

).(ln
2ILLf   In particular, the condition )(ln

2ILLf   provides the 

convergence in measure on 2I  of the 
 ,

, , , [0,1).n m f
 

     In this paper 

we prove that the Conjugate  

Fejйr means of the double Walsh-Fourier series does not improve 

the convergence in measure. In other words, we prove that for any Orlicz 
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space, which is not a subspace of )(log 2ILL , the set of the functions that 

quadratic conjugate Fejer means 2/3)==(   of the double Walsh-

Fourier series converges in measure is of first Baire category. 

For results with respect to divergence of measure of double Walsh-

Fourier series  

see [2- 4, 6- 8, 10, 12]. 

 

2.  Definitions and Notation 
 

We denote by )(= 200 ILL  the Lebesque space of functions that are 

measurable and finite almost everywhere on [0,1)[0,1)=2 I . )(Ames  is 

the Lebesque measure of the set 2IA . The constants appearing in the 

article denoted by c . 

Let )(= 2ILL   be the Orlicz space [11] generated by Young 

function  , i.e.   is convex continuous even function such that 

0=(0)  and 

 

 
   

0.=lim,=lim
0 u

u

u

u

uu








 

 

This space is endowed with the norm  

 

 1}.)/),((:0>{inf=
2)2(




dxdykyxfkf
IIL

  

 

In particular in case if 0>),(1ln=)( uuuu  , then 

corresponding space will denote by ).(ln
2ILL   

It is well-known [11] that   LL lim
 
 

0.>
u

u
u




  

Let  xr0  be a function defined by  

 

      .=1,
[1/2,1)1,

[0,1/2)1,
= 000 xrxr

xif

xif
xr 








 

The Rademacher system is defined by  

     [0,1).1,2= 0  xandnxrxr n

n  
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Let ,..., 10 ww represent the Walsh functions [13], i.e.   1=0 xw and 

if s
kk

k 22= 1  is a positive integer with 0>>> 21 skkk  then  

      .=
1

xrxrxw
s

kkk   

 

Every point [0,1)  can be written in the following way:  

 0,1.=,
2

=
1

0=

kk

k

k









  

In case there are two different forms we choose the one for which 

0.=lim k
k




 

The Walsh-Dirichlet kernel is defined by  

    .=
1

0=

xwxD k

n

k

n 


 

 

Recall that  

  
 
 








.,11/20,

,0,1/2,2
=

2 n

nn

n
xif

xif
xD  (1) 

 

We consider the double system  0,1,2,...=,:)()( mnywxw mn   on 

the unit square .2I  

The rectangular partial sums of double Fourier series with respect 

to the Walsh system are defined by  

     ),()(,ˆ=,,
1

0=

1

0=

, ywxwnmfyxfS nm

N

n

M

m

NM 


 

 where the number  

     dxdyywxwyxfnmf nm

I

)()(,=,ˆ

2
  

is  nm, th Walsh-Fourier coefficient. 

Let nk rr :=,:= 00   if .2<2 1 nn k  Then the  MN , th partial 

sums of the conjugate transforms is given by 

 

 
         

1 1
,

,

=0 =0

ˆ, , = , ( ) ( ).
M N

n m k l k l

k l

S f x y f k l w x w y
 

   
 

  

 

The conjugate Fejér means of a function f  are defined be  
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       , ,

, ,

=1 =1

1
, , := , , .

n m

n m n m

i j

f x y S f x y
nm

   
   

 

It is simple to show that  

 
             ,

,

2

, , = , ,N M M N

I

f x y f t u K x t K y u dtdu
   

    

 where  

 
       

=1

1
:= ,

M

M j

j

K x D x
n

 

  

  

           
1

12 2
=0

:=
j

j i i i

i

D x r D x D x





   

 and   denotes dyadic addition (see [9, 14]). 

 

 

3.  Main Results 
 

The main results of this paper are presented in the following 

proposition. 

 

Theorem 1 Let )( 2IL  be an Orlicz space, such that 

 

 2 2( ) ( ).lnL I L L I
   

 

Then the set of the functions from the Orlicz space )( 2IL  with 

conjugate Fejйr means 
 2/3,2/3

,n n f  convergent in measure on 2I  is of first 

Baire category in ).( 2IL   

 

 

Corollary 1 Let [[0,[[0,:   be a nondecreasing function 

satisfying for x  the condition 

 

 ).log(=)( xxox  

 

Then there exists the function )( 2ILf   such that 
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a)  

 ;<)),((
2

 dxdyyxf
I
  

 

b) conjugate Fejйr means 
 2/3,2/3

,n n f  of the function f  diverges in 

measure 

 on 2I .  

 

 

4.  Auxiliary Results 
 

Lemma 1 Let .1,2,...,=,
2

1
,

2

1
1

mlx
ll 










 Them  

 

 

  .

2/3

2

x

c
xK m 


 

Proof. Let  

 
          

1

1
2 2

=0

:=
n

n j j j

j

D x r D x D x





   

       xDxD jj
j

n

j
2

1
2

1

0=

1=  






 

      .1=
2

1

0=

xDxr jj
j

n

j






 

 

On the other hand  

 

    
 

   xDxrxDxr kk

kn

k

kkk

n

k
2

1

0=
2

1

0= 2

11
=









 

          xDxrxDxr kk
k

n

k

kk

n

k
2

1

0=
2

1

0=

1
2

1

2

1
=


 



 

       
2

1 1
= 1 .

2 2
n nD x D x


   

Hence  

 
         

1

2 2
=0

= 1 2 ,
n

n n k k k

k

D x D x r x D x





    
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            
1

2 2
=1 =1 =1 =0

1 1 2
:= = 1

m m m n

m n n k k k

n n n k

K D x D x r x D x
m m m

 




     

      .
2

1
1

=
2

1

0=
2

1=

xDxrkm
m

D
m

kkk

m

k

n

m

n

 


 

 

Let .1,2,...,=,
2

1
,

2

1
1

mlx
ll 










 Then from (1) we have  

 

            
1 1

2 2 2
=1 =0

1 1
= 1 2 .

2

l l

m n k k k

n k

K x D x m k r x D x
m m




 

     

 

It is evident that for 
3

2
=  we have  

 




12=0,

2=1,
=

jk

jk
k  

 

Let l  is odd number. Then  

 

 
     

 

     
1 /21

2/3

2 2 22 2
=1 =0

1 1
= 1 2 2 ,

2

ll

m n k k

n k

K x D x m k r x D x
m m



     

  

 

   
 

 
1 /2 11

2/3 1 2

2 2
=1 =0

1 1 1
2 2 1 2 2 2

2

ll
l k

m n

n k

K m l D m k
m m m

 
        (2) 

 
3

2
12

2

1
2 1

l
ll

m
   

 lc2  

 .
x

c
  

 

Let l  is even number. Then  
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   
 

 
2 /2 11

2/3 2 2

2 2
=1 =0

1 1 1
2 2 2 1 2 2 2

2

ll
l k

m n

n k

K m l D m k
m m m

 
         (3) 

 
3

2
12

2

1
2

1
2


 

l
ll

m
 

 lc2  

 .
x

c
  

 

Combining (2) and (3) we complete the proof of Lemma 1. 

We apply the reasoning of [1] formulated as the following 

proposition in particular case. 

 

Lemma 2 [1]Let )()(: 2021 ILILH   be a linear continuous 

operator, which commutes with family of translations  , i. e. 

EHfHEfILfE =)( 21  . Let 1=
)2(1 IL

f  and 1> . Then for 

any  r1  under condition mes  
r

HfIyx
1

}|>:|,{ 2    there exist 

'

r

'

r EEEE ,...,,,..., 11  and rii 1,...,=1,=   such that  

   .
8

1
}|>),((:|,{

1=

2    yExEfHIyxmes '

iii

r

i

 

Lemma 3 [18]Let 

1=}{ mmH  be a sequence of linear continues 

operators, acting from Orlicz space )( 2IL  in to the space )( 20 IL . 

Suppose that there exists the sequence of functions 

1=}{ kk  from unit bull 

(0,1)S  of space )( 2IL , sequences of integers 

1=}{ kkm  and 

1=}{ kk  

increasing to infinity such that 

 

     0.>}|>,:|,{inf= 2

0 kk
k

m
k

yxHIyxmes    

 

Then B  - the set of functions f  from space )( 2IL , for which the 

sequence }{ fHm  converges in measure to an a. e. finite function is of 

first Baire category in space )( 2IL .  
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Lemma 4 [18]Let L  be an Orlicz space and let )[0,)[0,:   

be measurable function with condition     xox =  as .x  Then 

there exists Orlicz space L , such that     xox =  as x , and 

   xx    for 0. cx   

 

5.  Proof of the Theorem 
 

Proof of Theorem 1. By Lemma 3 the proof of Theorem 1 will be 

complete if we show that there exists sequences of integers 1}:{ kmk  

and 1}:{ kk  increasing to infinity, and a sequence of functions 

1}:{ kk  from the unit bull  0,1S  of Orlicz space  2IL , such that 

for all k  

 

      2/3,2/32

2 2

1
{ , : , ; , > } .

8
k k

m m
k k

mes x y I x y   

 (4) 

First we prove that there exists 0>c  such that  

      2/3,2/32

2 2 2 22 2
{ , : , ; , > 2 } > .

2

m

m m m m m

m
mes x y I D D x y c 

 (5) 

Denote  

 .
2

1
,

2

1
=

1
1=









ll

m

l

mG   

Since  

 

 
     2/3,2/3 2/3 2/3

2 ,2 2 2 2 22 2
( , , ) = ( ) ( ),m m m m m mD D x y F x F y 

 
 

then for mm GGyx ),(  we have from Lemma 1 the following 

estimation  

 
     2/3,2/3 2/3 2/3

2 ,2 2 2 2 22 2
( , , ) = ( ) ( ) .m m m m m m

c
D D x y F x F y

xy
    

 

It is easy to show that 
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 

 

2/3,2/32

2 ,2 2 22 2

2/3,2/3

2 ,2 2 22 2

=1 =

{( , ) : ( , , ) > 2 }

{( , ) : ( , , ) > 2 }

{( , ) : > 2 }

1
.

2 2

m

m m m m

m

m m m m m m

m

m m

s l m
l s m l

mes x y I D D x y c

mes x y G G D D x y c

c
mes x y c

xy

cm
c








 

   

 

 

 

Hence (5) is proved. 

From the condition of the theorem we write [11]  

 0.=
log

)(
liminf

uu

u

u





 

 Consequently, there exists a sequence of integers 

1=}{ kkm  

increasing to infinity, such that 

 

 .,2)(20,=)2(2lim
22122

km k
m

k
m

k
k

m
k

m

k

 



 

From (5) we write 

 

 
 2/3,2/32

2 ,2 2 2
2 2

{( , ) :| ( , , ) |> 2 } > .
2

m kk
m m m m mk k k k k

m
mes x y I D D x y c c   

Then by the virtue of Lemma 2 there exists [0,1],...,,,..., 11 '

r

'

r eeee  

and 1=,...,1 r  such that  

 

 

 2/3,2/32

2 ,2 2 2
2 2=1

1
( , ) :| ( , , ) |> 2 > ,

8

r
m' k

i m m m m i i
k k k k

i

mes x y I D D x e y e 
 

    
 

  

 where 1.
2

= 












k

k
m

cm
r  

Denote  

 
 k

m

k
m

k

r
2

13

2

2
=





  

 and  
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  
 

 ,,
2

2
=,

2

12

yxMyx k
k

m

k
m

k





  

 where  

      .1
=, 2

2
2

21=

yeDxeD
r

yxM '

i
k

mi
k

mi

r

i

k   

 

Thus, we obtain (4). 

Moreover, since   is convex, we have  0,1Sk . Indeed, the 

estimation k
m

ILkM
4

)2(
2  and 1

)2(1 
ILkM   implies 

 

 
 

1.
)(2

,2
1

2

1
2

2

2)2(































 



dxdy
yxM

k
m

k
k

m

IILk  

Theorem 1 is proved. 

The validity of Corollary 1 follows immediately from Theorem 1 

and Lemma 4. 

We note that 
3

2
==   implies that  

  



 |=| 1

1=

ii

i

  (6) 

and  

  



 |=| 1

1=

ii

i

  (7) 

 

If series (6) and (7) are finite then it easy to show that 
   ,

,n m f
 

  

converge of the metric of space  2IL  for every  ,2ILf   in particular 

converge in measure for every  .2ILf   

We can now formulate the following 

 

Problem 1 Whether the conditions (6) and (7) guarantees justice of 

Theorem 1 and Corollary 1?  
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organzomilebiani SeuRlebuli furie-uolSis 

mwkrivebis zomiT krebadobis Sesaxeb 

 
naSromSi mtkicdeba, rom nebismier orliCis sivrceSi, 

romelic ar aris )(log 2ILL  sivrcis qvesivrce, im funqciebis 

simravle, romelTa ormagi furie-uolSis SeuRlebuli mwkri-

vebis feieris saSualoebi 2/3)==(   aris zomiT krebadi 

aqvs beris pirveli kategoria. 
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t. VII, 2009 
maTematikisa da kompiuterul mecnierebaTa seria 

 
 

ILIA  TAVKHELIDZE 

 

ABOUT  SOME  GEOMETRIC  CHARACTERISTIC  OF THE 

GENERALIZED MOBIUS  LISTING'S 

SURFACES nGML2   AND ITS CONNECTIONS 

WITH SET OF  RIBBON LINKS 
 

 

Abstract. We consider the cutting process of a Generalized Möbi-

us-Listing‘s surfaces 
nGML2  along a set of lines ―parallel‖  to its ―basic 

line‖. We show connection of the resulting mathematical objects with the 

set of  Ribbon knots and links.   

        

2000Mathematics Subject Classification. 53A05, 51B10, 57M25.  

        

 Key words and phrases. Möbius strip, Möbius-Listing's surfaces, First 

fundamental form, Second fundamental form, Mean curvature, Gaussian 

Curvature, Hyperbolic point, Parabolic point, Knots, Links, Ribbon links. 

 

 

1. Introduction 

In previous articles [1-5] a wide class of geometric figures – ―Ge-

neralized Twisting and Rotated‖ bodies (sometimes called ―surface of 

Revolution‖ see [9]) - shortly 
n
mGTR  - was defined through their analytic 

representation. In particular cases, this analytic representation gives back 

many classical objects (torus, helicoid, helix, Möbius strip ... etc.). Aim 

of this article is to consider some geometric properties of a wide subclass 

of the already defined surfaces, by using their analytical representation. 

In previous articles [1-5] a set of the Generalized Möbius Listing's bodies 

- shortly 
n
mGML , which are a particular case of the 

n
mGTR  bodies, have 

been defined. In the present paper we show some geometric properties of 
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Generalized Twisting and Rotated - surfaces and relationships between 

the set  and the sets of  Ribbon Knots and Links. 

 

 

2.    Notations and Definitions 

 

In this article we use following notations:   

    • ZYX ,, ,  or  zyx ,,   -  is the ordinary notation for coordinates;  

    •  ,,  - are space values (local coordinates or parameters in 

parallelogram);  

);(],[0,23.

];[0,22.

;],,[1. *
*

*
*

RealRhwhereh

constantsnegativenonareusuallywhere













       (1) 

 But sometimes, as a special case, we suppose that  

 ],[ **                                                                 (1*) 

    • mm AAAP 21  - denotes an  ―Plane figure with m-

symmetry‖, in particular mP  is a ―regular polygon‖ and m  is the number 

of its angles or vertices. In the general case the edges of  ―regular 

polygons‖ are not always straight lines ( 1ii AA   may be, for example: 

edge of epicycloid, or edge of hypocycloid, or part of lemniscate of 

Bernoulli, and so on) (see e.g. Fig. 1f);  

   • mmm AAAAAAPR   2121   denotes an orthogonal prism, 

whose ends mAAA 21  and mAAA  21  are ―Plane m-symmetric 

figures‖ mP  (see e.g. Fig. 1b); 

For example: 

-  0PR   - is a segment and 0P   is a point;  

-  1PR   - is an orthogonal cylinder, whose cross section is a 1P  - 

plane figure without symmetry;  

-  21212 AAAAPR    is a rectangle, if 212 AAP    is a segment of 

straight line; but also 2PR  maybe a cylinder with cross section 2P   

(ellipse, or lemniscate of Bernoulli and so on);  
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-  PR   - is an orthogonal cylinder, whose cross section is a P -

circle.    

 ),(=),,(=  qzpx                                                          (2) 

 or  

 




sin),(=

cos),(=

pz

px
                                                                 (2*) 

 are the analytic representations of a “Plane figure with m-

symmetry” mP , usually 0=(0,0)=(0,0) qp   and the point (0,0) is the 

center of symmetry of this polygon (see [1-5]). 

For example, when the function ),( p  in formula (2
*

) has the 

form  

            ),(),(
1

0=
i

m

i

p   


                                                  

(2‘) 

where the arguments   and   are defined in (1); )[0,2 i  are 

some constants for each 11,= mi , with ji     if ji  , and  

 








,1

=0
)(

i

i
i

if

if




  

then the corresponding plane figure mP  (some time in this article 

*
mP ) is: 

 1. a “simple star” with m  ―wings‖ or ―vertices‖ when 0*   (see 

e.g. Fig. 1.a. 0,6=i );  

 2. a set of m  segments of straight lines lying on the radiuses of a 

circle centered at the origin when 0>*  (see e.g. Fig. 1.e.)).  

Conclusion 1.  In the case when 10,=,
2

 mi
m

i
i


 , then 

*
mP  is 

a “Regular simple star” (see Figs. 1 b., d., c. );  

  if 2=m  and 0*  , then (2‘) is a representation of 
*
2P  (see e.g. 

Fig. 1.c.)), which is a segment of straight line ],[ **  .  In this 

particular case we set  
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 ),(p                                                                  (2**) 

 

where the ―argument‖   satisfies (1
*

) ;   

 
 

• ),( qpD   or  )(pD  - diameter of  plane figure mP ;  

• OO     - axis of symmetry of the prism mPR ;  

• L  - Family of lines situated on the plane, whose parametric 

representations are  

   

Zhh
fY

fX
L 





],[0,2),[0,
),(=

),(=
= *

2

1





                (3)     

 or  










sin)(=),(

cos)(=),(
=

2

1

Y

X
L                             (3*)                                    

 

We assume the following hypotheses:  

  i) For any parameters  21
*

21 ],[0,,   ,  the lines  
1

L   

and  
2

L   have not intersection.  

  ii) If  L   is a closed curve, then for every fixed  ][0, *    if  

- are  p2 -periodic functions  1,2)=(),,(=)2,( iff ii   .  

   )(g  - be an arbitrary sufficiently smooth function  
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][0,2][0,2:)(  hhg                                                           (4) 

and if 1=h , then for every ][0,2   there exists ][0,2  ,  

such that )(= g ;   

• )(nmodm  - natural number m< ;  for every two numbers  

Nm   (natural) and Zn   (integer) there exists a unique representa-

tion )(= nmodkmjkmn m , where Zk and 

{0})(  Nnmodj m ;  










))Real((=

,/

RnorZnandmwhenn

ZnandNmwhenmn
          (5) 

 

•  Generalized Twisting and Rotated bodies - shortly 
n
mGTR  

(sometimes called “Surfaces of revolution”  see[9]) are defined by the 

parametric representations:  

 

  

  

,))((cos),())((sin),()(=),,(

,))((sin),())((cos),(=),,(

,))((sin),())((cos),(=),,(

2

1







gqgpQZ

gqgpRfY

gqgpRfX







    (6) 

 or  

 
 

,))((sin)()(=),,(

)(sin))((cos)()(=),,(

)(cos))((cos)()(=),,(

2

1







gpQZ

gpY

gpX







                        (6*)                        

    

where, respectively: 

-   the arguments  ),,(    are defined in (1); 

-   the functions  1f   and  2f   or  )(1    and  )(2   in (3) or  

(
*3 ) define the RL  “Shape of plane basic line”, more precisely ―Shape 

of orthogonal projection on the plane XOY of the basic line‖ of 

corresponding body (see e.g.: circle in – Figs. 2b, 2c, 2g;  ellips in – Fig. 

2e; spiral in – Figs. 2d, 2f, 2i  and square in – Fig. 2h.  );  

-   R  is a some fixed real number, which defines the “Radius” of 

the ―plane basic line‖ RL ;  
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-   Functions  ),( p   and  ),( q   or  )(p   in (2) or  (
*2 ) 

define the “Shape of the radial cross section” of corresponding figure. 

In general case this functions may be depends from arguments   (see for 

example (2') ) and  , i.e. ―Shape of the radial cross section‖ depends 

from the ―place‖ of this cross section (see e.g. Fig 2i.); 

-   The function  )(g   from (4) defines the “Rule of twisting 

around basic line”; 

-   The number   in (5) defines the “Characteristic of twisting”; 

-   )(Q  is a smooth function which defines the “Law of vertical 

stretching of figure”.  

 Therefore, this parametric representation defines a 
n
mGTR  body 

(some examples are shown in Fig. 2) with the following restrictions: 

 1) The OO  -axis of symmetry (middle line) of the prism mPR   is 

transformed into a “Basic line” (sometimes called “Profile curve”) -  

))(,( QLR ; 

 2) Rotation at the end of the prism (2) or  (
*2 ) is semi-regular 

along the middle line  OO  , or the twisting of the shape of radial cross 

section around the basic line is semi-regular (depending from )(g  ) . 
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•  Generalized Möbius Listing's body - shortly 
n
mGML  - is 

obtained by identifying the opposite ends of the prism  mPR   in such a 

way that:  

A) For any integer  Zn    and  mi ,1,=   each vertex  iA   

coincides with  )( nimmodni AA   , and each edge  1ii AA   coincides 

with the edge  

 1)()(1   nimmodnimmodnini AAAA  

correspondingly; 

 

B) The integer  Zn   denotes the number of rotations of the end 

of the prism with respect to the axis OO    before the identification. If 

0>n ,  the rotations are counter-clockwise, and if 0<n   then rotations 

are clockwise. Some particular examples of  
n
mGML  and its graphical 

realizations can be found in [2-5]   (see e.g. Fig 2e.). 

 

 

 
 

 

Conclusion 2.  We can assert that: 

a.) The 
n
mGML  body is a particular case of the 

n
mGTR  body.  

b.) The basic line RL  of a 
n
mGML  body, is always a closed line 

and the number   is such that the boundary of this body is a closed 

surface (see [2]).  
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c.) The functions 1f , 2f , )(1  , )(2  , )(Q  in parametric 

representation (6) and  ( )6*
 of a 

n
mGML  body are always 2 -periodic 

functions (see e.g. Fig. 3a) or 0)( Q , (some examples are shown in 

Figs. 3). 

   Some additional information about the classification of 
n

mGRT  

bodies are reported in [2,4]. 

 

1. Some Geometric properties of a “Regular” 
nGML2  surfaces. 

 

In this part of our article we study some geometric characteristic of 

a ``Regular" Generalized Möbius-Listing's surfaces 
nGML2 , with circle 

as basic line. This means that the parametric representations of these 

surfaces (6) or  (
*6 ) have the following simple form  

 

,
2

sin=),(

)(sin
2

cos=),(

)(cos
2

cos=),(




























































n
Z

n
RY

n
RX

                             (7) 

where, respectively: 

-  R - radius of basic circle - is constant (see e.g. Figs. 4a., 4b., 4c.); 

-  In the general case (6)  , defined in (1), is variable, but now, 

according to the notation (2**) (Corollary 1.), the argument   always 

belongs to the interval ],[ **  , see (1*) where R<*  is some non-

negative constant. So that, when 1=n  formula (7) is the classical (well 

known) form of analytic representation of the Möbius strip ([2],[9]).  

Actually, 
*2  is the width of the surface 

nGML2 ; 

-  the variable   is defined in (1) and in this case 1h , i.e. 

][0,2  ; 

-  The ―rule of twisting around basic line‖ is “Regular”, i.e. the 

function, which is defined by eq. (4) is   )(g ; 
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-   n  - the “Number or twisting” of 
nGML2  - is an arbitrary 

integer number, i.e. the number defined by eq. (5) is /2n  (see e.g. 

n=1- “Möbius strip” Fig. 4a; n=2 Fig. 4b; n=14  Fig. 4c; n=6  Fig. 4d;  

n=0 -  Figs. 4e, 4f, 4g, 4h, 4i, 4j. );  

-  in the present case,   is a constant defined in (1)  (but when 

0=n , the number   in eq. (7) defines even the type of the 

corresponding surface, for example: if 0=  , then the “Regular” 

Generalized Möbius-Listing's surfaces 
0
2GML , with basic line a circle, is 

a Ring (
*> R ) (see. e.g. Fig. 4e) or Disk (

*= R )(see. e.g. Fig. 4g), 

and if 
2

=


 , then 
0
2GML  is a cylinder (see. e.g. Fig. 4h), in other cases 

these surfaces are cones or truncated cones (see. e.g. Fig. 4i) (see [3-6])). 
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Remark 1  Note that: 

 a.) For every integer number n  eq. (7) defines a one to one 

correspondence between the strip )[0,2],[ **    and the surface 

nGML2 .  

 b.) If  n  is an even number, then each function ),,( ZYX  in the 

representation (7) is a 2 -periodic function of the argument  .  

 c.) If  n  is a odd number, then each function ),,( ZYX  in the 

representation (7) is a 4 -periodic function satisfying the following 

properties (Möbius property, see [8])  

   .),();,();,(=)2,();2,();2,(   ZYXZYX      (M*) 

 

 According to the representation (7), the tangential vectors of the 

―Regular‖ Generalized Möbius-Listing's surface 
nGML2 , with circle as 

basic line, are correspondingly  

  





































2
sin);(sin

2
cos);(cos

2
cos=










nnn
r            (8) 

 

 and  
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.

2
cos

2

);(sin
2

sin
2

)(cos
2

cos

);(cos
2

sin
2

)(sin
2

cos

=


























































































































nn

nnn
R

nnn
R

r          (9) 

 

 It is easy to check, that the scalar product of these two vectors (8) 

and (9) is  

 .0=),(  rr  

Remark 2  For any integer number n  two tangential vectors of a 

regular 
nGML2 , with circle as basic line, are always orthogonal, i.e. the 

local system of coordinates  ),(    in this surface is an orthogonal 

system.  

  Also we may check that  

);(sin
2

)(cos
2

(sin
2

cos=
),(

),(

);(cos
2

)(sin
2

sin
2

cos=
),(

),(

;
2

cos
2

cos=
),(

),(

































nnn
R

zy

nnn
R

xz

nn
R

yx






























































































             (10) 

 

 and the module of the vector product of these two vectors is  

 

.
4

)(

2
cos|=|

22



nn

Rrr 















                           (11) 

Therefore, the we may rewrite unit normal vector of a ―Regular‖ 

Generalized Möbius-Listing's surfaces 
nGML2 .   

Remark 3  Note that: 

 a.) If n  is an even number, then the unit normal vector ),(   is a 

2 -periodic vector and consequently the 
nGML2  body is a two-sided 
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surface; i.e. to each point of the 
nGML2  corresponds one (external or 

internal) normal vector of this surface;  

 b.) If n  is a odd number, then the unit normal vector ),(   is a 

4 -periodic vector function, with the Möbius property  

),(=)2,(                                                       (12) 

so that the 
nGML2  is a one-sided surfaces; i.e. to each point of the 

nGML2  surface correspond two normal vectors to this surface and, by the 

geometric point of view, it is impossible to ―distinguish‖ the external 

from the internal normal vector to this surface.  

The first fundamental form of a regular generalized Möbius-

Listing's surfaces 
nGML2 , with circle as basic line, is given by  

 

,
4

)(

2
cos=),(

0;=),(

1;=),(

22








nn
RG

F

E



















                 (13)             

 so that, it is very easy to see that  

 

Remark 4  Each point of the corresponding surface (7) is regular, 

i.e, for each point ),(   the corresponding forms satisfy the conditions: 

0>),(0,>),(  GE  and 0>2FEG  .  

  

The second fundamental form of a regular generalized Möbius-

Listing's surfaces 
nGML2 , with circle as basic line, is given by  
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nn
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nn
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N

nn
R

nR
M
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                    (14) 

 

So that we may rewrite the mean and Gaussian curvatures of a 

regular 
nGML2 , with circle as basic line, in the form  
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 and  

.

2
cos4

=),(
2

22
2

22



































n
n

R

Rn
K








                   (16)                   

Remark 5  Each point of Regular generalized Möbius-Listing's 

surfaces 
nGML2 , with circle as basic line, is:  

 a.) Hyperbolic (saddle) point if the number 0n , i.e. always 

0<),( K ;  

 b.) Parabolic point if the number 0n , i.e. always 0),( K  ;  
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4.  Relations between the set of Generalized Möbius-Listing's 

Surfaces and the  sets of Knots and Links 

 

We use the following definitions and notations:  

Definition 1.  A closed line (similar to the basic or border's line) 

which is situated on a 
nGML2  and is “parallel”  to the basic (or 

border's) line of the 
nGML2  - i.e. the  distance between this line and basic 

or border's  lines  is constant - is called a “Slit line” or shortly an “s-

line” (see e.g. Fig. 5.d.).  

  If the distance between an s-line and the basic line is zero, then 

this s-line coincides with the basic line (and sometimes is called “B-

line”)(see e.g. Fig. 5.c.). 

 

 

 

 
 

 

Definition 2.  A domain situated on the surface 
nGML2  and such 

that its border's lines are slit lines, is called a “Slit zone” or shortly an 

“s-zone”.  

 The distance between the border's lines of an s-zone is the   

``width" of this s-zone.  

 If an s-zone's width equals to zero, then this zone reduces to 

an s-line.  
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Definition 3. If the “B-line” is properly contained inside a “Slit 

zone” - i.e. his distance to the border's lines is strictly positive - then this 

“Slit zone” will be called a “B-zone”.  

Definition 4 The “process of cutting” or shortly the  “cutting” is 

always realized belong some s-lines and produces the vanishing (i.e. 

elimination) of the corresponding s-zone (which eventually reduces to an 

s-line) 

 .  If a 
nGML2  surface is cut along an s-line (sometimes 

1
 ), 

then the corresponding vanishing zone will be called an s-slit  (see e.g. 

Figs. 5.a., 5.b., 5.e.). 

 

 

 
 

 

 If a 
nGML2  surface is cut along its B-line (sometimes ) 

B
, 

then the corresponding vanishing zone will be called a B-slit   

(see e.g. Fig. 5.d.).  

 If the vanishing zone - after an s-slit (a B-slit) - is given by an “s-

zone” (a “B-zone”), then the cutting process will be called an s-

zone-slit (a B-zone-slit).  

 If  
nGML2   surface is cut (k+1)-times along (k+1), k=0,1,2,…, 

different s-lines and none of them coincides with the B-line ( for 

this process we use the symbolic notation   1k
), then  the 

resulting object is called a (k+1)-slitting 
nGML2  , and  the corres-
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ponding vanishing zones are (k+1)-slits. In this case the cutting 

processis called a (k+1)-zone-slits. 

 If  
nGML2   surface is cut (k+1)-times along (k+1), k=0,1,2,…, 

different s-lines and  one of  this line coincides with the B-line ( 

for this process we use the symbolic notation   kB ), then  the 

resulting object is called a ( B+k)-slitting 
nGML2  , and  the 

corresponding vanishing zones are (B+k)-slits. In this case the 

cutting processis called a (B+k)-zone-slits. 

 For each natural number k  the segment [0, *] is divided by one 

of the following rules: 

  ;,...,1,0
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or   
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                 (18)                          

where   [0,*) is a real number.  

       For each natural number  k  the domain of definition  T {[-

*,*][0,2]} (see (2)) of the reprezentation formula (7) is divided by 

one of the following rules:  
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                         (19) 

or 
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or 
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Without loss of generality and for simplifying the process of 

proofing, in this article we consider the following restrictions: 

 The 
nGML2   is a regular generalized Möbius-Listing's Sur-

face (see representation (7) and notation (1*)); 

 B-slit  is symmetric (see e.g. Figs. 5.c, 5.d., 6.b., 6.d.), i.e. the 

―origin‖ (domain of its parametric representation) (7) of the 

corresponding B-zone is the domain 


0,
ˆ
BT  (20). 

 For any fixed number of cutting k, the width of the eliminated 

slit zones on the  
nGML2   surfaces are always identic and 

equal  to 2ε/k  (see e.g. Figs. 5.e., 6.c., 6.d.); 

 For any fixed number of cutting k, the width of the remaining 

slit zones on the  
nGML2  surfaces are always identic and 

equal to 2(*-)/(k+1). 

   

Theorem 1. If the 
nGML2   surface is cut (k+1)$-times along (k+1) 

different (i.e. k=0,1,…) s-lines, and  n is an even number, then for each 

integer numbers n,k, 

after (B+k)-zone-slits or (k+1)-zone-slits, an object  Link-(k+2) 

appears, whose each component is a 
nGML2   surface (knot with structure 

{01}); The topologic group of the classic link-(k+2) in this case is at 

present unknown; only when k=0, the link-2 is of type { n
2

1}, according 
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the standard classification (see [6,7,8]).}; i.e. if  n=2 is an even number, 

then for each =0,1,2,…, and k: 

 

 Case A. 

 
 2

2

2

2 )2()2( GMLobjectskofkLinkGML kB           (22)  

 

      Case B.         

       Case B. 
 2

2

12

2 )2()2( GMLobjectskofkLinkGML k                    (23) 

 

Proof.  The representation (7) is a one to one correspondence 

between the points of the strip T and the points of the 
nGML2  surface, 

and according to the remak 1, if n is an even number (n2), then each 

of the functions X(,),Y(,),Z(,) is a 2-periodic function of the 

argument . 

 Let us consider the particular case A, when k=0 - This means that 

there exists only one B-slit-zone.  

  So that, according to (20), a the B-zone-slit corresponds to the 

elimination of the 


0,
ˆ
BT  in the domain of definition T. But in this case, the domain of 

definition 

0,
ˆ
BT  in (20) consists of two parts and define by (7) two 

different objects 
nGML2 . The one to one correspondence (7) guarantees 

that the new objects have not self-cross points. 

 In this case, according to the above restrictions, both new objects 

have identic widths. 

         Let us consider the particular case B, when k=0 - This means that 

there exists only one s-slit-zone. 

 So that, according to (7) and (21), a  s-slit-zone corresponds to the 

elimination of the
,*

1

~T in the domain of definition T. But in this case, the 

domain of definition 
*

1

~
T  in (21) consists of two parts and define by (7) 

two different objects 
nGML2   with different widths. The widths of com-

ponents of B-zone-slits are equal, but the widths of components of s-

zone-slits are different. 
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 Let us consider now the general case A, when k is an arbitrary 

natural number. This means that there exist (B+k)-zone-slits. 

– Recall that in the particular case A, after a B-zone-slit, an object 

Link-2 appears, whose both components are 
nGML2  surfaces. So that the 

following cutting or the (B+1)-zone-slits (k=1) is a cutting of one of  the 

new objects 
nGML2 , which appears in the particular case A. 

Consequently, applying the same arguments of the particular cases 

A or B to each of the new 
nGML2  surfaces (we do not know if  the 

new slit-zone includes the B-line of this surface or not, but this is not 

important, since the number n is even and both  results are the same), we 

find that an object Link-2 appears, whose both components are 
nGML2  

surfaces. Therefore, the domain of definition 1,
ˆ
BT in (20) consists of  3 

parts and define by (7)  3 different objects 
nGML2 . 

So that, in the general case, according to (20), to a (B+k)-zones-slit 

or to each number k  corresponds the elimination of 

1,
ˆ

kBT sub-domains in 

the domain T. But in this case, the domain of  definition 1,
ˆ

kBT in (20) 

consists of  (k+2) parts and defines, by (3), k+2 different objects 
nGML2 , 

and the structure of these new objects is always identic to the original 

surface. The one to one correspondence (7) guarantees that the new 

objects have not self-crossing points.  

Some examples are given in  Figs. 7. 
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Let us consider now the general case B, when k is an arbitrary 

natural number. 

This means that there exist (k+1)-slit-zones. In this case, by using 

the same arguments of the previous case A, but considering the domain 

of definition 
*

1

~
kT in (21), we find identical results. Some examples are 

given in Figs. 8. 
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Theorem 2.   If the 
nGML2  surface is cut (k+1)-times along (k+1) 

different (i.e. k=0,1,…,) s-lines and  n is an odd number, then for each 

integer numbers  n, k,  after: 

Case A. - a  (B+k)-zone-slits an object Link-(k+1) appears, whose 

each component is a  
nGML2    surface (Ribbon knot with structure {n1}); 

The topologic group of the link- (k+1) in this case is at present unknown; 

only when k=0, the knot is of type {n1}, when n> 1, and of type {01}, 

when n=1, according the standard classification (see [6-8]);  i.e. for every 

natural numbers =0,1,2,…, and k 
44

2

12

2 )1()1(    GMLobjectskofkLinkGML kB
         (24)       

 

Case B.  - a (k+1)-zones-slit an object  Link-(k+2) appears, whose 

one component is a 
nGML2  surface (knot with structure {01}, and each 

other component is a  
nGML2  surface (ribbon knot with structure {n1}, 

except when n=1, since in this case the topological group is {01}); The 

general topological group, in this case, is at present unknown; i.e. for 

every natural numbers =0,1,2,…, and k, 
44

2

12

2

112

2 )1()2(    GMLobjectskandGMLoneofkLinkGML k
      (25) 

 

Proof.   If  n is an odd number  (n=2+1), then the functions 

X(,),Y(,),Z(,) is a 4-periodic function of the argument  with  

property (M*); i.e. for each [-*,*] 

 

           ;2,0,;2,0,;2,0,  XZYYXX           (26)               

 

Let us consider the particular case A, when k=0 -  this means that 

there exists only one B-slit-zone.  In this case, the one to one 

correspondence (3) defines a single object, in spite of the fact that the 

domain of definition 0,
ˆ
BT in (20) is disconnected.  This new object has a 

new basic line (in particular, according to equations 

(7) and restriction (17) which is given by 
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This is a representation of a really closed line, but now [0,4]  

(see Fig. 2.a. or Remark 2, when Q in [6]), and therefore the unit 

normal vector (12) makes 2n+2 rotations around the new basic line (27), 

since it belongs to a 
nGML2  surface.  

The following cutting of the 
nGML2  body or (B+1)-zones-slit (k=1) 

is a cutting of the new 22

2

nGML  surface, which appears after a B-zones-

slit.  Since the number of rotations 2n+2 is an even number, and by using 

the same arguments of the previous theorem, we find that, after a  (B+1)-

zones-slit, an object Link-(k+2) appears, whose both components 
22

2

nGML surfaces. 

In general, after a (B+k)-zones-slit an object Link-(k+1) appears, 

whose each component is a 22

2

nGML  surface. Some examples are given 

in Figs. 9. 

Let us consider the particular case B, when k=0 - i.e. there exists 

only one s-slit-zone. Since n is an odd number, then according to (19) 

after an s-zone-slit the new domain of definition (7) is given by  

 

               2,0~,~2,0~,~2,0~,~~
2332111 T         (28)           

 

This is a disconnected domain, which consist to three parties. The 

domain defined from the central part of the right hand side of equation 

(28),  according to the representation formulas (7), defines an object  
nGML2  . But its width is smaller with respect to the original surface;  

Each of the remaining parts of the right hand side of eq. (28), similarly to 

the case A of this theorem, define a geometrical object 22

2

nGML . So that 

after an s-zone-slit of a 
nGML2  , when n is an odd number, appears a 

link-2, where one 
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of the components is a  
nGML2   and the second one is a 22

2

nGML . 

 

 

 

 
           

     

The following cutting of the 
nGML2  body or 2-zones-slit (k=1) is a 

cut of one of the new 22

2

nGML or  
nGML2  surfaces, which appear after a 

B-zones-slit. 

If the second cut is a cutting of the 22

2

nGML  surface, then since 

2n+2 is a even number, by using the same arguments of previous 

theorem, we find that after a  2-zones-slit an object Link-3 appears, 

whose one component is a 
nGML2  surface, and each other component is a 

22

2

nGML surface.  
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But if second cut is a cutting of the 
nGML2   surface, then, since n is 

an odd number, by using the same argument of the particular case B of 

this theorem, we find that after a 

2-zones-slit an object Link-3 appears, whose one component is a  
nGML2  surface, and all other components are 22

2

nGML surfaces. 

Let us consider the general case B, when k is an arbitrary natural 

number. This means that there exist (k+1)-slit-zones. In this case we can 

use the previous arguments (when k=1) and remark that the domain of  

definition 1

~
kT  in (19) consists of  (2k+3) sub-strips and defines an object 

Link-(k+2).  Therefore, we can conclude that one object is a  
nGML2  

surface, and each other object is a 
nGML2  surface.  Some examples are 

given in Figs. 10. 

Lastly, from the above Theorems and  Remarks 1,2,3 (also  

Remarks 1,2,3,4 of 

the [13])  we can deduce the following facts 

Remark  6.  Both the previous Theorems still hold when the basic 

line is a 

closed  sufficiently smooth space line. 

After cutting each regular Möbius-Listing surface  
nGML2 , whose 

basic line is a circle, appear objects (object) with the following 

properties: 
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  the tangential vectors of the new objects (object) r


and  r


 (8), 

(9) are orthogonal; 
  each point of these objects are Hyperbolic (saddle) points if n0; 
  each point of these objects are Parabolic points if n=0. 
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ilia TavxeliZe 

 

nGML2 – mebus-listingis ganzogadebuli 

zedaprebis zogierTi geometriuli Tvisebis 

Sesaxeb da maTi kavSiri “lentisebri” 

xlarTebis simravlesTan 

 
kvanZebis (Knots) da xlarTebis (Links) klasifikacia karga-

daa cnobili, magram ZiriTadad maTi struqtura `erTganzomi-
lebiania~, anu maTi ganikveTi wertilia. ukanasknel wlebSi 
ganixileba amgvari struqturebi – `lentisebri~ (Ribbon) xla-
rTebi, romelTa ganikveTi an raime wiria an mravalkuTxedi. 
warmodgenil naSromSi ganixileba iseTi `lentisebri~ kvanZe-
bi da xlarTebi, romlebic mebius- listingis ganzogadebuli 
zedapirebis sabaziso wiris paraleluri wirebis `gaWrisas~ 
warmoiSvebian. naSromSi Seswavlilia Tu ramdeni geometriu-
li obieqti warmoiSveba k – `gaWris~ Sedegad, ra tipis iqnebi-
an `gaWris~ Sedegad warmoqmnili obieqtebi da zogierT Sem-
TxvevaSi pasuxi gaeca SekiTxvas Tu romel klass, cnobili 
klasifikaciidan, ganekuTvneba miRebuli struqtura. mebius-
listingis regularuli ganzogadebuli zedapirebis SemTxve-
vaSi, rodesac sabaziso wiri wrea Seswavlilia `gaWris~ Se-
degad miRebuli geometriuli obieqtebis pirveli da meore 
ZiriTadi formebi da gausisa da normaluri simrudeebi. 
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TEMUR  CHILACHAVA,  NUGZAR   KERESELIDZE 

 

NON-PREVENTIVE  CONTINUOUS  LINEAR   

MATHEMATICAL MODEL OF INFORMATION   

WARFARE 

 

 Abstract.  In the given work the new direction in the theory of in-

formation warfare (mathematical modeling of information warfare) is 

offered. In particular, the antagonism is meant ‖information warfare‖ 

mass media (an electronic and printing press, the Internet) two states or 

two associations of the states, or two powerful economic structures (con-

sortiums) conducting under the relation to each other purposeful misin-

formation, propagation. As the third side in process association of the 

international organizations (the United Nations, OSCE, EU, the WTO 

etc.) which effort are directed on intensity removal between the antago-

nistic states, the sides and the termination of information warfare acts.                                                    

The general continuous linear mathematical model of information 

warfare between two antagonistic sides which considers an antagonism 

case as equipotent associations ("yak-bear"), and it is strong different - 

("wolf-lamb") is constructed.   As required functions quantities of infor-

mation at present time, made each of the sides promoting achievement of 

the purposes, to the chosen strategy are taken. In that specific case the 

models, each side identical rates wages information warfare and reacts to 

appeals of the international organizations. In turn, the third side in regular 

intervals reacts to intensity of information attacks of the antagonistic 

sides.     

Exact analytical solutions of a Cauchy ' s  problem  for system of 

the linear differential equations of the first order with constant factors are 

received.     

Parities between constants of model and initial conditions are re-

vealed, at which: 

1. The antagonistic sides, despite increasing appeals of the third 

side, intensify information attacks. 

2. One of the antagonistic sides, under the influence of the third 

side stops, eventually, information warfare (an exit of the cor-

responding solution on zero) while another strengthens it. 
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3. Both antagonistic sides, after achievement of a maximum of 

activity, reduce it under the influence of the third side, and 

through final time, and at all stop information attacks (an exit 

of solutions on zero). 

In the first case, it is necessary to expect transformation of informa-

tion warfare in a hot phase, in the second – it is less probable, in the third 

- it is at all excluded.  

The offered model of information warfare, except theoretical inter-

est has as well the important practical meaning. She allows, on the basis 

of supervision and the analysis, already at an early stage of information 

attacks, to establish true intentions of each of the sides and character of 

development of information warfare. 

2000Mathematics Subject Classification:  93A30, 00A71  

Key words and phrases: information warfare, antagonistic sides, 

continuous linear mathematical model, ignoring of an opposite side, non-

preventive model, hot phase. 

                                                      

1.  Introduction 

 

The theory of the information warfare, which formalization has be-

gun all three-four ten years ago, now has already wide applied meaning. 

It is considered actively by many countries by working out of informa-

tion safety. For the first time in the USA the presidential commission for 

protection of a so-called critical infrastructure has been created. Then on 

the basis of the conclusion of this commission has been developed  № 63 

instruction of the president which in 1998, became a basis of the go-

vernmental policy of maintenance of information safety [1]. The leading 

countries already have begun purposeful preparation of narrow experts of 

information war. In the USA, at national university of defence the school 

of information warfare and strategy operates. At the Californian sea school 

to group of information warfare read courses of lectures: principles of in-

formation operations; psychological operations; information warfare: plan-

ning and an estimation; an estimation of information warfare. 

Russia, the truth with delay, but too operates in this direction. The 

Ministry of Defence of Russia has created the information and propagan-

da centre which along with other problems, will prepare khakers attacks 

on information resources of the opponent. This decision of the Ministry 

of Defence of Russia, was the answer to the task of the president of Rus-

sia - prepare the offers connected with creation of the centre of prepara-
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tion of experts which can to wage information warfare by the newest 

technologies [2, 3]. 

According to some sources problems of the information and propa-

ganda centre will be: intimidation of the opponent, destruction of its in-

formation communications and preservation of the, creation information 

and misinformation parts and rendering of influence on public opinion 

both to the conflict and during a confrontation. To necessity of creation 

of information armies the management of armed forces of Russia was 

resulted by the analysis of war of  2008 with Georgia. 

Originally the term ‖information warfare‖ Thomas Rona has ap-

plied in 1976 in the report  

‖systems weapons and information warfare‖ which intended for 

company Boeing [4]. T.Rona has noticed that by then, the information 

infrastructure became a central component of economy of the USA and 

simultaneously the idle time, less protected purpose both in military and 

in a peace time. 

For the present the uniform definition of the term ‖information 

warfare‖ is not accepted, but intuitively it is considered that information 

warfare is purposeful actions on creation of the information superiority, 

by means of destruction of the information, information systems of an 

opposite side, thus simultaneously there is a process of protection of own 

information and information systems. 

By information warfare also mean a complex of actions for creation 

of information influence on public consciousness to change behaviour of 

people, to impose them the purposes which do not enter into their interests. 

On the other hand, protection against the same influence is necessary. 

As the state information resources often become objects of an at-

tack and protection, the state is compelled to give to an information tech-

nology a great attention. Accordingly, in the theory of information war 

the great number of researches is devoted safety of the information, in-

formation systems and processes. 

On the other hand, studying of information streams as the informa-

tion stream which to fall upon mass consciousness, in most cases, allows 

to manipulate people is essential [5]. 

The description a mathematical apparatus various a component of 

information warfare and its studying already is included into sphere of 

interests of many scientists. In this direction it is necessary to note use of 

the mathematical theory of an information transfer on communication 

channels for construction of model of information influence. Attempts of 

estimations of efficiency of concrete information influences are underta-
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ken [6]. By means of the theory of counts and games models of informa-

tion networks and information warfare are made, and for the contradicto-

ry parties the mixed strategy are found [7, 8]. Strategy, basically, are cal-

culated on deducing out of operation information infrastructures or their 

protection by means of as physical and program (viruses, Trojans, cyber 

attacks) influences. 

                                       

Our approach 

 

In the present work as our purpose studying of quantity of informa-

tion streams by means of new mathematical models of information warfare 

was [9]. We mean an antagonism by information warfare by mass media 

(an electronic and printing press, the Internet) two states or two associa-

tions of the states, or the economic structures (consortiums) conducting 

under the relation to each other purposeful misinformation, propagation. 

In a world information field for ideological, political and economic 

targets the purposeful information and the misinformation, which alloca-

tion from the general background in most cases for the unprepared person 

very difficult is actively used. 

The purposes of information warfare can be: 

– Drawing of a loss to image of the opposite country – creation 

from it an image of the enemy. 

– Discredit of a management of the opposite country. 

– Demoralization of staff of armed forces and the peace popu-

lation of other country. 

– Public opinion creation, both in the country, and behind its 

limits, for the argument and the justification of possible pow-

er actions in the future. 

– Counteraction to geopolitical ambitions of an opposite side 

etc. 

The international organizations react to occurring processes in the 

modern world in this or that form and activity. Therefore in the course of 

information warfare as the third side we consider association of the inter-

national organizations (the United Nations, OSCE, EU,  the WTO etc.) 

which effort are directed on intensity removal between the antagonistic 

states, the parties and the termination of information warfare. 

In the given work we have constructed the general continuous li-

near mathematical model of information warfare between two antagonis-

tic sides, in the presence of the third, peace-making party. The model 
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considers an antagonism case as equipotent associations ("yak-bear"), 

and is strong different  ("wolf-lamb"). 

We consider that information warfare is conducted against each 

other by the first and second sides, and by the third side mean the interna-

tional organizations. In that specific case the models, each side identical 

rates wages information warfare and reacts to appeals of the international 

organizations. In turn, the third side in regular intervals reacts to intensity 

of information attacks of the antagonistic sides. Exact analytical solutions 

are found in model of ignoring of an opposite side. By means of the anal-

ysis of solutions character of actions of the sides in information warfare, 

depending on that what starting conditions of the sides, and parities be-

tween indexes of aggression, peace-making readiness and peace-making 

activity is established. 

         

2. The system of the equations and initial conditions 

 

All three sides involved in process of information warfare extend 

information for object in view achievement. At the moment of time 

  ,0t  quantity of the information extended by each of the sides we 

will designate accordingly through ),(1 tN  )(2 tN , )(3 tN . The quantity of 

information at the moment of time t , is defined as the sum, all provoking 

information which are extended by each of the sides all mass media.  

The detailed analysis of mathematical models of dynamics of popu-

lations, and also of Lanchester ' s models of military operations [10], has 

led us to the following general continuous linear mathematical model of 

information warfare: 
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with initial conditions 

 

    1N (0 ) = 10N , 2N (0 ) = 20N , 3N (0 ) = 30N ,                   (2.2) 

 

where, 1 , 3 , 2 , 3   0  , i   0    3,1i  , 2 , 1    - constant 

factors.  

These constant factors are model constants, thus we name 21,  

factors of growth of provoking statements according to the first and the 

second the sides in the absence of the third side (relative growth rates of 

quantity of statements). 

These constant factors are model constants, thus we name factors of 

growth of provoking statements according to the first and the second the 

sides in the absence of the third side (relative growth rates of quantity of 

statements). 

In the general linear model (2.1) speed of change of quantity of the 

information spread by the first and second sides linearly depends on 

quantity of information extended by the sides and the international peace-

making organizations. 

Speed of change of quantity of pacifying information extended by 

the third side linearly grows or is directly proportional to quantity of in-

formation spread by all three sides. 

In initial conditions (2.2), 10N , 20N , 30N  non-negative constants, 

thus:  

If  010 N , 020 N , then both sides are initiators of information 

warfare. 

If   010 N , 020 N ,  then the first side is the initiator of informa-

tion warfare. 

If  010 N , 020 N , then the second side is the initiator of infor-

mation warfare. 

The third side initially does not spread any information ( 030 N )  

or does preventive character peace-making statements ( 030 N ) and 

then starts to react to the provocative information extended by the anta-

gonistic sides. 
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3. Model of ignoring of an opposite side. 

 

 The antagonistic sides which with identical intensity conduct in-

formation warfare, opposite side spread information, but thus both sides 

can ignore should listen equally to appeals of the third – the peace-

making side. 

In this case, in the general linear model (2.1) some factors can be 

put equal to zero. In particular, 2  and 1 also are equal to zero. We will 

put also that 03   or the third side equally reacts only to widespread 

provoking information antagonistic sides.  

Thus, we will put ,21     ,33       21 . 

Then the system (2.1) will  written as follows (assume the follow-

ing air): 
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                                  (3.1)                                      

 

The solution of system (3.1) in  ,0 area will write down as fol-

lows ( 030 N , international organizations "are not awake" and react on-

ly to already launched information warfare): 

 

a) D =  82  >0  
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 c) D =  82  <0  
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                             4. The Analysis of the received results. 

        

In model of ignoring of an opposite side (3.1) it is possible to con-

sider   as an indicator (index) of aggression of the antagonistic sides, 

 - an indicator of their readiness for the world, to listen to peace-making 

appeals of the international organizations,   - an indicator of peace-

making activity of the international organizations. As it will be shown 

more low, depending on that is more – an aggression index, or indexes of 

readiness for the world and peace-making activity, character and devel-

opment of information war essentially varies. 

Let's consider a case when the international organizations have not 

accepted preventive a     measure and we investigate development of in-

formation warfare at various values D .  

4.I. D =  82  >0 . 

In this case, a square of an index of aggression more than eightfold 

product of indexes of readiness for the world and peace-making activity 

that unequivocally specifies in high aggression of the antagonistic sides 

in information warfare. 

   4.I.I. ( 10N = 20N ). In that case when the international organiza-

tions have not undertaken preventive a measure, and the antagonistic 

sides have begun information warfare under equal starting conditions in-

fluence of the international organizations on the first and second side, is 

ineffectual – they strengthen information attacks.  

Really, from (3.3), (3.4) and with the account 10N = 20N  we will re-

ceive: 
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when t  . 

It is enough to show justice (4.1) for 1N ( t ), as owing to (4.2) 

2N ( t ) it is identically equal 1N ( t ).  

Really on a semi interval [0 , + ) function 1N ( t ) positive, increas-

ing and unlimited from above. 

Positivity 1N ( t ) follows from following parities: 
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       Positivity of a derivative 1N ( t ) is an indicator of its increase.  
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As in this expression all factors are positive. 

       1N ( t ) it is unlimited from above, since    
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         As to the international organizations,  

 

               3N ( t )=
D

N102  tt
ee 21 

 0 ,                          



101 

 

 At t ),0[  , 3N ( t )  , when t  . 

       3N (0 )= 0  and then increases together with t , as its derivative 

positive.   
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3N ( t ) unlimited from above, as    

 

                      3N ( t )   
D

N102 t
e 1 , at t  . 

Thus, in not preventive model of information warfare, at, 

D =  82  > 0  and equal starting a condition ( 10N = 20N )  the antago-

nistic sides, they strengthen the activity. Functions - 1N ( t ), 2N ( t ), 

3N ( t ) monotonously increase – i.e. information war faredoes not stop, 

and all expands. 

4.I.2. ( 10N > 20N ). If at the antagonistic sides different launching 

sites and a starting condition of the first side  more than the second, func-

tion  
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at ),0[ t  positive, increasing also it is unlimited from above. 

The second member of expression (4.3) we already investigated in 

IV.I.I and it positive, increasing and is unlimited from above. To it func-

tion with positive factor 
2

2010 NN 
>0 ,   >0 , which also is positive is 

added exhibitor, increasing and is unlimited from above. 

Accordingly and their sum, i.e. 1N ( t ) is positive, increasing and 

unlimited from above.  

 As to 2N ( t ) , it in a point t =0  is positive 2N (0 )= 20N >0 , and 

its derivative, proceeding from system (3.1) and entry conditions (2.2) 

positive -  0
/

2N = 20N >0 , therefore in a certain vicinity on the right, 

2N ( t )  is positive and increasing. 
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       But with increase t increases and 2N ( t ) which reaches the 

maximum, and then it starts to decrease monotonously and aspires 

to  .      

       Really, an expression sign 
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Defines a sign on a factor bracketed 
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Absolute value of the second and third member (4.6) becomes as 

much as small for enough big t , thus, when t  the sign (4.6) is de-

fined by a sign on the first composed 
2

1020 NN 
. I.e. it will be negative 

since 
2

1020 NN 
<0. Proceeding from it, 2N ( t ) will be monotonously as-

pires to  .   2N ( t )  it is continuous, for represents the sum of conti-

nuous functions and as at  t = 0 it is positive, and at big t  - it is negative, it 

will necessarily cross an absciss, i.e. it has a zero. It will occur in a point 
t  which is the decision of a following transcendental equation 
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.i.e 2N (
t )= 0 . At  0  t <

t , 2N ( t ) positive also reaches a maxi-

mum in a point 
 t which is the equation solution   tN 2

/ =0 , 
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
  t

e
D

NN
22010  
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   As to the international organizations, the third side, it strengthens 

the activity  

 

3N ( t )=  tt
ee

D

NN
21

)( 2010 



 ,                             (4.9) 

 

when t  .  

    At t =0  0)0(3 N , equals to zero, then 3N ( t ) increases. Really  

 

 tN 3
/ =  tt

ee
D

NN
21

21
2010 )(  





> 0                                         (4.10) 

 

      3N ( t )  it is unlimited from above, it is valid - 

 

                          3N ( t ) 
 

D

NN 2010  t
e 1  , at t  . 

 

        4.I.3. ( 10N < 20N ). If at the antagonistic sides different launch-

ing sites and starting conditions of the second side  more the first, i.e. 

10N < 20N , then the sides change roles and is received symmetric results, 

under the relation of the previous point – already second the side streng-

thens information attacks  

  

2N ( t )=
2

1020 NN  te + 
 

D

NN

2

2010



 


t
e 1 

 

D

NN

1

2010



  t
e 2  ,             (4.11)   

   

when t  . As to the first side, it makes active in the beginning 

information attacks, leaves on a maximum, further reduces, and then and 

at all stops information warfare (in 
t  leaves on zero)  
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2

2010 NN  te + 
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 


t
e 1 

 

D

NN

1

2010



 
 ,             (4.12) 

 

when t  . t  represents the solution of the transcendental equ-

ation 

 

2

2010 NN 
+   


  t

e
D
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2

2

2010 



 
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e
D

NN
1

1
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
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=0            (4.13) 

 

         The third side strengthens the activity and for it it is fair 

 

                          3N ( t )=  tt
ee

D

NN
21

)( 2010 



 ,               (4.14) 

at t  .  

Thus, it is necessary to notice that the third side at not the preven-

tive approach ( 30N =0 ), can have partial influence on a course of infor-

mation warfare. In particular, influences one of the sides  if the antago-

nistic sides  have begun information warfare under unequal starting con-

ditions )( 2010 NN  . Thus, the third side  influences that antagonistic side  

which launching site is ―weaker". i.e. it is less. And this side, through 

certain time stops information warfare though initially actively joins in it, 

leaves on a maximum of actions, however then, reduces information at-

tacks, and in the end and at all them stops. 

4.II. D  82  =0 .     

In this case the aggression index is still high and there are analogies 

to a case 

D =  82  > 0 . Really. 

4.II.1. ( )2010 NN  .In that case when the international organiza-

tions have not taken preventive measures ( 030 N ), and the antagonistic 

sides  have begun information warfare at equal starting a condition 

( N 10 = N 20 ),  influence international the organizations on the first and 

second sides without results – the last strengthen information attacks and 

starting with  

(3.5) - (3.7)  

 1N ( t )  , 2N ( t )   , 3N ( t )   ,   при t  . 
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Let's really copy (3.5) - (3.7) as follows  

 

)(1 tN )2(
2

10 t
N


t

e 2



                                                                     (4.15) 

 

)(2 tN  )2(
2

10 t
N

  
t

e 2



                                                                 (4.16) 

  

 

t

teNtN 2
103 2)(




                                                                          

 (4.17) 

 

On a semi interval [ 0 ,+ )  functions 1N ( t ), 2N ( t )  are positive, 

increasing and are unlimited from above, since, are product defined on a 

semi interval [ 0 ,+ ), positive, and unlimited from above functions 

)2(
2

10 t
N

  and 
t

e 2



. The Same it is possible to tell and about function 

3N ( t ) on an interval ( 0 , + ). 

4.II.2. ( 10N > 20N ). If at the antagonistic sides different starting 

conditions, and starting conditions of the first side surpass the second, on 

a semi interval [0 ,+ )  function 1N ( t ),  which has the following 

appearance  

2
)( 2010

1

NN
tN




te + )2(
4

2010 


t
NN


t

e 2



                                  (4.18) 

 

Positive, increasing also it is unlimited from above since represents 

the sum and positive, increasing and unlimited from above functions 

2

2010 NN  te  and  )2(
2

2010 


t
NN


t

e 2



 defined on a semi interval [ 0 , 

+ ). 

As to 2N ( t ),  it in a point t =0  is positive - 2N (0 )= 20N >0 . In 

this point its derivative owing to system (3.1), and entry conditions (2.2), 

is positive -  02
/N = 20N >0 . Therefore, on some right vicinity of a 

point 0, 2N ( t )  it is positive and increasing. 

2
)( 1020

2

NN
tN




te + )2(
4

2010 


t
NN


t

e 2



                              (4.19) 
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But already with increase t , 2N ( t ) reaches the maximum value, 

and then monotonously decreases and aspires to  .       

          Really, an expression sign 

 


2

)( 1020
2

NN
etN t 

  + )2(
4

2010 


t
NN


t

e 2




)                          (4.20) 

 

defines a sign on the factor bracketed   

2
)( 1020 NN

tF


 + )2(
4

2010 


t
NN


t

e 2




                                  (4.21) 

 

      Value of the second member (4.21) becomes as much as small 

at big t , therefore when t   the sign (4.21) defines a sign the on the 

first composed
2

1020 NN 
, i.e. will be negative, for

2

1020 NN 
<0. Pro-

ceeding from told, 2N ( t ) aspires to    monotonously. 2N ( t )  

represents the sum of continuous functions and consequently itself it is 

continuous. Therefore, time it  

in t =0  is positive, and at big t - is negative, owing to the theorem 

of Bolzano-Koshi, 2N ( t ) should will cross an absciss, i.e. it has a zero. It 

will occur in some point 


2t , which represents the solution of a following 

transcendental equation:  

 

2

1020 NN 
 + )2(

4

2010 


t
NN

  
t

e 2




=0                                          (4.22) 

 

i.e. 2N (


2t ) =0 . At 0  t <


2t  2N ( t ) it is positive and reaches the 

maximum in a point


2t , which is the equation solution  tN
/

2 =0 , 
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              )2(
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
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e 2
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=0                                              (4.23) 
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As to the international organizations, they strengthen the activity 

(see (3.5)).   

 

4.II.3.( )2010 NN  . If at the antagonistic sides different starting 

conditions, and starting position of the second side  more the first the first 

and second sides change roles and is had symmetric results - already the 

second side strengthens information attacks.  

2N ( t )  ,                                                                    (4.24) 

 

at t  . And the first side at first makes active information at-

tacks, leaves on a maximum, then reduces, further and at all stops infor-

mation warfare.   

 

4.III. D  82  <0 .  

In this case, a square of an index of aggression less than eightfold 

product of indexes of readiness for the world and peace-making activity, 

i.e. it is expected that peace-making activity "will pacify" (will block) 

aggression. 

4.III.1. ( N 10 = 20N ). Really, if the international organizations ha-

ve not taken preventive measures, and the antagonistic sides  have begun 

information war at equal launching sites, then influence the international 

organizations on the first and the second the sides the productive.  

Really, functions, 1N ( t ) and 2N ( t ) owing to (3.9), (3.10) 
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)(2 tN =
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Leave on zero, when 

 

t =


D

2
,                                                                  (4.27) 

 

where, for   fair 
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
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D
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                                                                              (4.28) 

 

 As to the international organizations,  

 

3N ( t )=
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That they leave on zero in  t =
D

2
, after time moment t , i.e. 

the third side  finishes distributions of peace-making appeals after, the 

antagonistic sides will finish information warfare. 

4.III.2. ( 10N > 20N ). If at the antagonistic sides different launching 

sites and thus, starting conditions of the first side more than the second 

from (3.9), having equated to zero function    1N ( t ), we will find time 

when the first side stops information warfare    
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From (4.30) we will receive  

  




















t

2

8
sin

2

=
2010

2010

NN

NN






22

D t

e 2



                            (4.31) 

 he solution (4.31) exists only in that case, when  
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Or, something, in our case 
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      The solution (5.1.3.7) 


1t  - should satisfy to a condition  

 

0 


1t 

















2

2010

1020

8

8
ln

2





 NN

NN
,                             (4.34) 

 

and  
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Performance of conditions (4.34) and (4.35) is possible at selection 

 , product    should be enough great number. 

As to the second side, at big t  - the sign 2N ( t ) in (3.10) coincides 

with a sign
2

1020 NN 
, i.e. negative, therefore at )(2 tN  is available zero  
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The solution of the equation (4.35) - 


2t , should satisfy to condi-

tions 
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and 
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Thus, the international organizations stop the peace-making efforts 

after end of information warfare by the antagonistic sides.  
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      The solution of this equation will be 

 

 

t =
28

2






                                                                          (4.40) 

 

I.e., the third side leaves on zero in a point t , and is had a bilateral 

inequality.   

4.III.3. ( 10N < 20N ). If at the antagonistic sides different starting 

conditions, and starting position of the second side more the first, the first 

and second sides change roles and is had symmetric results for 1N ( t )  

and 2N ( t ). 
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Temur CilaCava, nugzar kereseliZe 

 

sainformacio omis araprevenciuli uwyveti 

wrfivi maTematikuri modeli 
 
naSromSi SemoTavazebulia sainformacio omis Teoriis 

axali mimarTuleba (sainformacio omis maTematikuri mod-
elireba). `sainformacio omis~ qveS igulisxmeba ori sax-
elmwifos an saxelmwifoTa ori gaerTianebis, anac ori mZ-
lavri ekonomikuri struqturis (konsorciumebis) mier maso-
brivi sainformacio saSualebebis (beWvdiTi da eleqtronu-
li presis, internetis) gamoyenebiT erTmaneTis winaaRmdeg 
mizanmimarTuli dezinformaciisa Tu propagandis warmoeba. 
procesSi mesame mxared gvevlineba saerTaSoriso organiza-
ciaTa gaerTianeba (gaero, euTo, evrokavSiri, mso da sxva), 
romlis Zalisxmeva mimarTulia antagonistur saxelmwifoTa, 
mxareTa Soris daZabulobis neitralizaciisa da sainforma-
cio omis Sewyvetisaken. agebulia sainformacio omis zogadi, 
wrfivi uwyveti maTematikuri modeli, romelic iTvaliswi-
nebs rogorc Tanabari (`iaki – daTvi~), aseve mkveTrad gans-
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xvavebuli (`kravi – mgeli~) siZlieris mqone gaerTianebebis 
dapirispirebas.                             

saZebn funqciebad aRebulia drois mocemul momentSi 
informaciis is raodenoba, romelsac avrcelebs TviToeuli 
mxare, dasaxuli miznis, arCeuli strategiis misaRwevad. mo-
winaaRmdege mxaris ignorirebis modelSi, orive mxare erTi 
da igive tempiT awarmoebs sainformacio oms da reagirebs 
saerTaSoriso organizaciebis mowodebebze. Tavis mxriv, 
mesame mxare, romelic moqmedebs araprevenciulad, Tanabrad 
reagirebs antagonistur mxareTa sainformacio Setevebis in-
tensivobaze. 

pirveli rigis wrfivi mudmivkoeficientian diferenci-
alur gantolebaTa sistemisaTvis koSis amocanis zusti amo-
naxsnis Seswavlam, gamoavlina modelis konstantebsa da saw-
yis pirobebs Soris is Tanafardobebi, romlis drosac: 

 antagonisturi mxareebi, miuxedavad mesame mxaris 
mowodebisa, aZliereben sainformacio Setevebs; 

 erT-erTi antagonisturi mxare, mesame mxaris zemo-
qmedebiT, garkveuli drois Semdeg, asrulebs sain-
formacio oms (Sesabamisi amonaxsnis nulze gasv-
la), maSin roca meore, mas aZlierebs; 

 orive antagonisturi mxare, mas mere rac miaRwevs 
aqtiurobis maqsimums, mesame mxaris zemoqmedebiT am-
cirebs sainformacio Setevebs da sasrulo drois 
Semdeg Sewyveten sainformacio oms (amonaxsnTa nu-
lze gasvla). 

pirvel SemTxvevaSi, unda velodoT sainformacio omis 
cxel fazaSi transformacias, meoreSi es transformacia 
naklebad savaraudoa, mesameSi ki – gamoricxuli. 

SemoTavazebul models Teoriuli interesis garda ga-
aCnia praqtikuli mniSvnelobac. igi gvaZlevs saSualebas, sa-
informacio Setevebis ukve sawyis etapze, dakvirvebebisa da 
analizis saSualebiT, davadginoT mxareTa WeSmariti ganzra-
xvebi da sainformacio omis ganviTarebis xasiaTi.  
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soxumis saxelmwifo universitetis Sromebi 

t. VII, 2009 
maTematikisa da kompiuterul mecnierebaTa seria 

 
 

TEMUR CHILACHAVA, NUGZAR KERESELIDZE 

 

CONTINUOUS LINEAR MATHEMATICAL MODEL 

OF PREVENTIVE INFORMATION WARFARE 

 

Abstract. Recently the working out of mathematical models of in-

formation warfare has become under which the struggle between the 

states by using information arsenal solely, i.e. an information technology 

which is based on industrial production, propagation and information im-

posing is mainly meant. 

In the given work the new direction in the theory of information 

warfare (mathematical modeling of information warfare) is offered. In 

particular, ‖information warfare‖ means the struggle between the two 

states or two associations of the states, or two powerful economic struc-

tures (consortiums) conducting purposeful disinformation, propagation to 

each other by means of mass media (an electronic and printing press, the 

Internet). The association of the international organizations (the United 

Nations, OSCE, EU, the WTO etc.) act as the side the efforts of which 

are directed towards the removal of tension between the antagonistic 

states, the sides and the cessation of information warfare acts. 

There is constructed the general continuous linear mathematical 

model of information warfare between two antagonistic sides which con-

siders the case of confrontation as equipotent associations ("yak-bear"), 

as well as strong differences - ("wolf - lamb"). 

The number of information at present time, made by each of the 

sides is taken as an unknown quantity promoting the achievement of pur-

poses, the chosen strategy . In that specific case the model, each side 

conducts information warfare and reacts to the appeals of international 

organizations at the same pace. In its turn, the third side equally reacts to 

the intensity of information attacks of the antagonistic sides. 

Exact analytical solutions to a Cauchy ' s problem for the system of 

the linear differential equations of the first order with constant factors are 

received.  

Parities between the constants of the model and initial conditions 

are revealed, at which: 
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1. The antagonistic sides, despite increasing appeals of the third 

side, intensify information attacks. 

2. One of the antagonistic sides, under the influence of the third 

side stops information warfare (an exit of the corresponding 

solution on zero) while another strengthens it. 

3. Both antagonistic sides, after achieving maximum activity, 

reduce it under the influence of the third side, and through fi-

nite time, stop information attacks at all (an exit of solutions 

on zero). 

In the first case, the transformation of information warfare into a 

hot phase is expected, in the second – it is less probable, in the third - it is 

excluded at all.  

The offered model of information warfare, except theoretical inter-

est has as well an important practical meaning. At allows, on the basis of 

observation and the analysis, at an early stage of information attacks, to 

establish true intentions of each side and the character of the develop-

ment of information warfare. 

2000Mathematics Subject Classification: 93A30, 00A71  

Key words and phrases: information warfare, antagonistic sides, 

continuous linear mathematical model, ignoring of an opposite side, pre-

ventive model, hot phase. 

 

1.  Introduction 

 

The theory of the information warfare, which formalization of 

which began thirty-forty years ago, now has a wide applied meaning. It is 

actively considered by many countries at elaboration of information safe-

ty. The presidential commission for protection of a so-called critical in-

frastructure was created in the USA at first. Then on the basis of the con-

clusion of this commission directive № 63 of the president was elabo-

rated which in 1998, became the basis of the governmental policy of 

maintenance of information safety [1]. The leading countries have al-

ready begun purposeful preparation of experts in a narrow field of infor-

mation warfare. In the USA, at national university of defence operates 

the school of information warfare and strategy. At Californian marine 

school courses of lectures on: principles of information operations; psy-

chological operations; information warfare: planning and an estimation; 

an estimation of information warfare are delivered to the group of infor-

mation warfare. 
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Russia, though with delay, operates in this direction to. The Minis-

try of Defense of Russia has created the information and propaganda cen-

tre which along with tasks will prepare hacker attacks on information re-

sources of the opponent. This decision of the Ministry of Defense of Rus-

sia was the answer to the task of the president of Russia - to prepare the 

offers concerning the creation of the centre of preparation of experts 

which will be able to conduct information warfare using the newest tech-

nologies [2, 3]. 

According to some sources tasks of the information and propagan-

da centre will be: intimidation of the opponent, destruction of its informa-

tion communications and preservation of its own, creation of information 

and disinformation parts and rendering of influence on public opinion 

before the conflict as well as during the confrontation. For the necessity 

of creation of information forces the management of armed forces of 

Russia cited the analysis of war with Georgia in 2008. 

Originally the term ‖information warfare‖ was used Thomas Rona 

in his report in 1976 ―Systems of weapons and information warfare‖ 

which meant for company Boeing [4]. T. Rona noted that by then, the 

information infrastructure was becoming the central and at same time 

simple component of the economy of the USA, less protected target both 

in state and in peaceful time. 

The common definition of the term ‖information warfare‖ has not 

yet been accepted, but intuitively it is considered that information war-

fare is a purposeful action for creation of information superiority, by 

means of destruction of information, information systems of an opposite 

side, while the protection of its own information and information systems 

is in process. 

Information warfare also implies complex of actions for creation of 

information influence on public consciousness to change behaviour of 

people, to impose purposes on them which are not their interests. On the 

other hand, protection against the same influence is necessary. 

As the state information resources often become objects of an at-

tack and protection, the state is compelled to pay a great attention to in-

formation technologies. Accordingly, in the theory of information war-

fare the great number of researches is devoted to the safety of informa-

tion, information systems and processes. 

On the other hand, studying of information streams is essential, as 

the information stream which falls upon mass consciousness, in most 

cases, allows manipulating people [ 5 ]. 
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The description of various components of information warfare and 

its study by a mathematical apparatus is already included into the sphere 

of interests of many scientists. In this regard the usage of the mathemati-

cal theory of an information transfer by communication channels for the 

construction of the model of information influence should be noted. At-

tempts of estimations of efficiency of specific information influences are 

undertaken [ 6 ]. By means of the theory of graphs and games models of 

information networks and information warfare are drawn up, as for the 

contradictory sides mixed strategies are found [7, 8]. Strategies, basical-

ly, are calculated for extermination of information infrastructures or their 

protection by means of physical and as well as program (viruses, trojans, 

cyber attacks) influences. 

           

Our approach 

 

In the present work the studying of quantity of information streams 

by means of new mathematical models of information warfare was our 

purpose [ 9 ] . By information warfare we mean an antagonism by means 

of mass media (an electronic and printing press, the Internet) between the 

two states or the two associations of states, or the economic structures 

(consortiums) conducting purposeful misinformation, propagation against 

each other. 

In a world information field for ideological, political and economic 

targets the purposeful information and the misinformation is actively 

used, from which in most cases the separation of the general background 

for the unprepared person is very difficult. 

The aims of information warfare can be: 

– Infliction of losses to the image of the antagonist country – 

creating the image of the enemy. 

– Discredit of the management of the antagonist country. 

– Demoralization of the personnel of the armed forces and the 

civilians of the antagonist country. 

– Creation of public opinion, inside and outside of the country, 

for justification of argumentation of possible military opera-

tions. 

– Opposition to the geopolitical ambitions of the antagonist 

country etc. 

International organizations react to occurring processes in the mod-

ern world in this or that form and activity. Therefore as the third side in 

the course of information warfare we consider association of internation-
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al organizations (the United Nations, OSCE, EU, the WTO etc.) efforts 

of which are directed on remonal of tension between the rival states, the 

sides and the cessation of information warfare. 

In the given work we have constructed the general continuous li-

near mathematical model of information warfare between two antagonis-

tic sides, in the presence of the third, peace-making side. The model con-

siders the case of confrontation between the unions of equal ("yak-bear") 

as well as strong different ("wolf-lamb") strength. 

We consider that information warfare is conducted against each 

other by the first and second sides, and by the third side we mean the in-

ternational organizations. In that specific case the model, each side con-

ducts information warfare and reacts to the appeals of the international 

organizations equally. The third side, in its turn reacts equally to the in-

tensity of information attacks of the antagonistic sides. Exact analytical 

solutions are found in the model of ignoring of an opposite side. By 

means of the analysis of solutions the character of actions of the sides in 

information warfare is establish, depending on starting conditions of the 

sides, and parities between indexes of aggression, peace-making readi-

ness and peace-making activity. 

 

   

2. The system of the equations and initial conditions 

 

All the three sides involved in the process of information warfare 

spread information for the achievement of the set goal. At the moment of 

time   ,0t  quantity of the information spread by each of the sides 

we will accordingly designate by ),(1 tN  )(2 tN , )(3 tN . The quantity of 

information at the moment of time t , is defined as the sum of all provok-

ing information which is spread by each of the sides through every kind 

of mass media.  

The detailed analysis of mathematical models of dynamics of popu-

lation as well as Lanchester ' s models of military operations [10 - 12], has 

led us to the following general continuous linear mathematical model of 

information warfare: 
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with initial conditions 

 

1N (0 ) = 10N , 2N (0 ) = 20N , 3N (0 ) = 30N ,                      (2.2) 

 

 

where, 0,,,,, 213231  , 03  , 2 , 1  - constant factors.  

 These constant factors are constants of model, thus we name 

21,  factors of growth of provoking statements by the first and second 

sides according in the absence of the third side (relative growth rates of 

quantity of statements). 

In the general linear model (2.1) speed of quantity change of the in-

formation spread by the first and second sides linearly depends on quanti-

ty of information spread by the sides and the international peace-making 

organizations. 

The speed of quantity change of pacifying information spread by 

the third side linearly grows or is directly proportional to the quantity of 

information spread by all three sides. 

In initial conditions (2.2), 10N , 20N , 30N  non-negative constants, 

thus:  

If 010 N , 020 N , then both sides are initiators of information 

warfare. 

If 010 N , 020 N , then the first side is the initiator of informa-

tion warfare. 

If 010 N , 020 N , then the second side is the initiator of infor-

mation warfare. 
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The third side initially does not spread any information ( 030 N ) 

or does preventive peace-making statements ( 030 N ) and then starts to 

reacting to the provocative information spread by the antagonistic sides. 

    

 

3. The model of ignoring of an opposite side 

 

The antagonistic sides which wage information warfare with the 

same intensity may ignore information spread by the opposite side, but 

meanwhile both sides should equally listen to the appeals of the third – 

the peace-making side. 

In this case, in the general linear model (2.1) some factors can be 

considered as equal to zero. In particular, 2  and 1  are equal to zero. 

Let‘s consider that 03   or the third side equally reacts only to provok-

ing information spread by antagonistic sides.  

  Thus, let‘s consider ,21    ,33      21 . 

  Then the system (2.1) will be the following : 
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The solution of the system (3.1) with initial conditions (2.2) in 

 ,0 area will be written down as follows: 

 

1. D =  82  >0    
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 3. D =  82  <0  
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4. The analysis of the obtaining results. 

   

In model of ignoring of an opposite side (3.1)   can be considered 

as an indicator of aggression of the antagonistic sides,  - an indicator of 

their readiness for peace, listening to peace-making appeals of interna-

tional organizations,   - an indicator of peace-making activity of the in-

ternational organizations. As it will further be shown, depending on 

which is more – an aggression index, or indexes of readiness for peace 

and peace-making activity, character and development of information 

warfare essentially varies. 

Influence on a course of information warfare from international or-

ganizations is more effective, even at a big index of aggression from the 

antagonistic sides if their action has a preventive character ( 30N >0 ). 

Let‘s study a course of information warfare for various D . 
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IV.I. D =  82  >0 . 

Let's consider different cases of starting position of the antagonistic 

sides.  

IV.I.1. ).( 2010 NN   In case when international organizations have 

taken preventive measures, and the antagonistic sides have begun infor-

mation warfare under equal starting conditions, the influence of interna-

tional organizations on the first and second side is expressed equally as - 

).()( 21 tNtN    

From (3.2) - (3.4) we will obtain:  
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Functions 1N ( t ), 2N ( t ) in a point t =0  are equal and positive 

10N >0 , and at big t  become negative, if  
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Indeed, according to (4.1.2),  
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The sign )(1 tN  at big t  defines the factor 
2

302102



 NN 
 be-

fore
 t

e 21  
, it is negative when 302102 NN   < 0  i.e. it is fair (4.1.4). In 

this case, the continuous function of 1N ( t ) changes the sign on a semi-

interval [ 0 ,+ ), i.e. in some point t  of this semi-interval is has zero. t  

is from the equation which it is obtained, having equated (4.1.5) to zero 

and has the following appearance: 
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(4.1.6) it makes sense, since when it is fair (4.1.4), thus  
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Analogical research we will establish that under condition of 

(4.1.4), the third side finishes actions ( )(3 tN  comes to zero), however a 

bit later 

 

 

    
 t =

D

1
 

30210

30110

2

2
ln

NN

NN








                                      (4.1.9) 

 

 

Thus, if international organizations match a measure preven-

tive 30N , for the accomplishment of the condition (4.1.4) all the three 
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functions 1N ( t ), 2N ( t ), 3N ( t ) come to zero – i.e. information warfare 

comes to an end. If the condition (4.1.4) is not carried out, information 

warfare proceeds, and moreover, amplifies, as from (4.1.1) - (4.1.3) fol-

lows: 

 

1N ( t )  , 2N ( t )  , 3N ( t )  ,  when t  . 

 IV.I.2. ( 10N > 20N ). If the antagonistic sides have different starting 

position and at the same time starting conditions of the first side are more 

than of the second one, the function 3N ( t ) comes to zero. Really, let‘s 

rewrite (3.2) as follows 
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For 30N , obeying (4.1.11) 3N ( t ) changes the sign at a semi-

interval [ 0 , + ) from positive 3N (0 ) = 030 N  to negative. Thus, con-

tinuous function of 3N ( t ) has zero in some point 
 t  of this semi-

interval which is the solution of the equation 3N ( t ) =0   
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From (4.1.12) we have 
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Let's notice that the expression under the logarithm is more than 

unit when, 30N  obeys the condition (4.2.1.11) since 21    
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Thus, 2N ( t ) equals zero at point 


1t  of the semi-interval [0 , + ).  

Really, continuous function 2N ( t ) (3.4) changes the sign at semi-

interval [ 0 , + ):  2N (0 ) = 020 N , and for accordingly big t  it is neg-

ative 
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as, in this case, the sign 2N ( t ) defines the first composed 
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 of the second factor of expression (4.1.14), which is negative, 

and the other members of this factor become any smaller in absolute val-

ue, for accordingly big t . Thus, 
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equation  
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 If 30N >


 20N
, i.e. the derivative 2N ( t ) is negative at the initial 

moment, then owing to (3.1), the second side at first reduces information 

attacks and then function 2N ( t ) comes to zero.  

If 30N < 


 20N
 the second side at first increases information at-

tacks, reaches its maximum, and then starts reducing information attacks 

and laer stops information warfare at all (function 2N ( t ) to go out on 

zero).  

In case of 30N =


 20N
, the second side with conducts information 

attacks with constant intensity and then stops them. 

As for the first side 1N ( t ), for enough big t , it is positive and as-

pires to + , when t  . Really, behavior of 1N ( t ), when t   is 

defined by function te  and the sign of quantity 
2

2010 NN 
, which in this 

case is positive. It becomes obvious at the following record of 1N ( t )  

 

 

1N ( t )= te (
2

2010 NN 
 

+
 

D

NNN

2

3022010









 t
e 2

 
D

NNN

1

3012010






 t
e 1 )      (4.1.16) 

         

   

  The first composed 
2

2010 NN 
 of the second factor (4.1.16) –is 

positive, and the other members of this factor become any smaller in ab-

solute value for enough big t . But if we match 30N , 1N ( t ) will accor-

dingly cross an abscissa. Really, we will present 1N ( t ) in the form of 

product of two functions 

 

         1N ( t )=
t

e 2  tF ,                                                    (4.1.17) 

 

where  tF  is set by the formula  
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 tF =
2

2010 NN 


t
e 1

D


[( 30N

2


( 10N + 20N )) tDe ( 30N

1


( 10N + 20N ))]  (4.1.18)  

        

 

If the function  tF  crosses an abscissa and 1N ( t ) will also cross it 

at the same point,  

i.e. function  tF  has zero, and owing to (4.1.17) there will be ze-

ros of the function 1N ( t ) at the same points. So, we can investigate  tF  

and then use these results for 1N ( t ).  

1N (0 )=  0F = 10N > 0 .  

Let's enter designations: 

 

A 30N
2


( 10N  20N )>0                                             (4.1.19) 

 

 

B 30N
1


( 10N + 20N )>0                                            (4.1.20)  

  

Let's notice that B > A, then with the account of (4.1.18), (4.1.19), 

(4.1.20),  tF  will be copied in the following way: 

 

      tF =
2

2010 NN 


t
e 1

D


[ A tDe  B]                   (4.1.21) 

 

 

  Let's find stationary points  tF  from the equation  tF / =0   

  

 

      tF /
=

2

2010 NN 
1 

t
e 1  A

tDe =0                        (4.1.22) 

 

Let's divide (4.1.22) into
tDe , we will obtain 
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2

2010 NN 
1

t
e 2 -  A= 0 ,          

whence 

 

       
t

e 2 =
  12010

2





NN

A


                                                  (4.1.23) 

 

 

The equation (4.1.23) at t >0  has the solution when the right side is 

more than unit, and it will occur when  

 

      2  ( 30N
2


( 10N + 20N ))>( 10N 20N ) 1 ,  

        

i.e. 

      30N >
 

2

2010



 NN 
+

2

2010 NN 
1 = 



30N                    (4.1.24) 

 

At (4.1.24), the solution (4.1.23) will be written in the following 

way 

 

      0t = ln
1

2   12010

2





NN

A


                                             (4.1.25) 

 

Now let‘s investigate  tF /  in the neighborhood of the point 0t . We 

will present  tF /  in the following way 

 

        tF / =
tDe

2

2010 NN 
1 














)(

2

20101

2

NN

A
e

t




         (4.1.26) 

 

All factors (4.1.26), are positive, except 
)(

2

20101

2

NN

A
e

t





 . And 

this last expression sign-variable in the neighborhood of 0t : to the left of 

0t  it is negative, and to the right of 0t  - positive, in 0t  - it is equal to zero, 

i.e. 0t  is a point of local minimum. 
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Lemma 1. There are such values of 30N , for which function 

 tF  in a point 0t  of minimum is not positive:  0tF  0 . 

 

The proof. Let‘s introduce the designation  

 

         K
  12010

2





NN 
.  

 

 Then at big 30N  - from (4.1.21) we can obtain 

 

  0tF =
2

2010 NN 
  2

1




KA
D


[   BKAA

D

2 ] 0                (4.1.27) 

 

 

Really, when 30N >>
 

2

2010



 NN 
, from (4.1.19), (4.1.20) we will 

obtain 

 

           A 30N ,  B 30N . 

 

Owing to (4.1.21)  0tF  looks like: 

 0tF =
2

2010 NN 
  2

1




K   2

1

30




N
D


N 30 [   2

D

K

  2
30


D

N 1], 

 

 0tF =   2

1

30




N   2
D

K [   2
2

30

1






 D
D

NK
DD




 ], 

 

 0tF =   2

1

30




N   2
D

K  [   230

1

2 1




 D

KN
DD


 ] 0 , 
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As in the right part of the last parity all factors, except the last are 

positive, and last – negative for big 30N . W.D.P.  

Thus (4.1.27) it is fair, when 
 3030 NN , thus there is equality 

  30300 , NNtF =0 . We will also notice that 

30N


30N . 

As  tF  in a point 0t is not positive owing to lemma 1 it means that 

it is either equal to zero in this point , or is negative. On the other hand it 

means that 1N ( t ) equals to zero either at a point 0t , or at some point 

1t ( 1t < 0t ).  

Thus, the first side, as well as the second and the third ones, finish 

information warfare. 

IV.I.3. ( )2010 NN  .If at the antagonistic sides have different start-

ing conditions, and the starting position of the second one are more, the 

first and the second sides change roles and we get symmetric results for 

1N ( t ) and 2N ( t ). In this case the analogue 


30N  will be designated 

through 


30N . 

IV.II. D  82  =0 . 

In this case the aggression index is still high. 

IV.II.1. ( )2010 NN  . In case when international organizations 

have taken preventive measures, and the antagonistic sides have begun 

information warfare under equal starting conditions influence of interna-

tional organizations on the first and the second sides is the same and tak-

ing into account (3.5) - (3.7) involvement of each side into information 

warfare will be described as following: 

 

    1N ( t )= 2N ( t )=[ 10N +(
2


10N  30N ) t ]

t

e 2



               (4.2.1) 

 

    3N ( t )=[ 30N +(2 10N
2


30N ) t ]

t

e 2



                         (4.2.2) 

 

All the three functions (4.2.1), (4.2.2) come to zero if the factor be-

fore t  is negative, which is reached at (4.2.1), when  
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         30N >




2
10N                                                             (4.2.3) 

 

 and at (4.2.2), when 

 

         30N >


4
10N                                                            (4.2.4) 

 

Let's notice that the right sides (4.2.3) and (4.2.4) - are equal when 

D = 0 . Functions 1N ( t ) and 2N ( t ) come to zero at some point t , where  

     t =

1030

10

2
NN

N


 

= 

)
2

( 1030

10

NN

N




 

,                       (4.2.5) 

 

and )(3 tN comes to zero in 
 t where 

 

     
 t = 

1030

10

2
2

NN

N






=

)
2

(
2

1030

30

NN

N






                      (4.2.6) 

 

 It is obvious that in case of (4.2.3) or (4.2.4) 
 t > t . Thus, when 

D =0 , 10N = 20N  и 30N >


4
10N , all the three sides finish informa-

tion warfare.  

 Thus, if the bilateral inequality is carried out  

 

        10N



 > 30N > 10

2
N




 ,                                             (4.2.7) 

 

then the antagonistic sides make their attacks active at first, but 

then, after definite time, under the pressure of international organizations, 

reduce, and then and stop information warfare at all. 

If the inequality (4.2.7) is not carried out in the left part, i.e. there is 

 

          30N > 10N



, 
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then, the antagonistic sides under the pressure of international or-

ganizations reduce information influence from the very beginning and 

cease information warfare once and for all. If the inequality (4.2.7) is not 

carried out in the right part, i.e. 

       

     1030
2

0 NN



 , 

then according to (4.2.1), (4.2.2), information warfare develops  

 

)(1 tN  , )(2 tN  , )(3 tN  ,  when t  . 

 

 IV.II.2. ( 10N > 20N ).If at the antagonistic sides have different start-

ing position and at the same time the starting conditions of the first side 

are more than of the second one, under certain conditions all the three 

required functions come to zero.  

For 3N ( t ) coming to zero is reached proceeding from (3.5) when 

the factor before t will be negative, i.e. in case of 

 

30N >
 





4

2010 NN 
 ,                                                                        (4.2.8) 

 

 thus 3N ( t ) comes to zero at a point 
 t   

 

       
 t =

 201030

30

2
NNN

N




                                        (4.2.9) 

 

As for the function 1N ( t ) it becomes any bigger for big t . With the 

account of 10N > 20N , it is well visible from the following record of 1N ( t )  

 

2
{)( 2010

1

NN
tN


 + 











tNNN

NN
)

2
(

2

2
302010

2010 




 t

e 2




}
te  (4.2.10) 

 



133 

 

Let's write down the equation 1N ( t ) =0 , taking into account 

(4.2.10) and division into 
t

e 2



 , then 

  

)( 2010 NN 
t

e 2



=  2010 NN  +   tNNN 







 201030

2
2


            (4.2.11) 

Let's enter a designation  

 

)(tF  )( 2010 NN 
t

e 2



+( N 10 + N 20 ) -   tNNN 







 201030

2
2


    (4.2.12) 

  as 

       )(1 tN  =
2

1 t

e 2



 tF  , 

 

 therefore zero  tF  will be the zero of 1N ( t ), and there is also 

equality  

 

       0F = 2 10N >0 .  

 

Let‘s find stationary points  tF : 

 

 tF /
=

2


)( 2010 NN 

t

e 2



-  







 201030

2
2 NNN


 ,                   (4.2.13 )  

 

whence we will obtain that 

  

 0/F = 







 1030

2
2 NN




 <0, 

 

when  

          30N >




2
10N                                                       (4.2.14) 

 

At performance (4.2.14), the decrease  tF  begins from zero. The 

decrease interval  tF  is calculated from the following inequality 
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               tF / <0  

        1< 
t

e 2



<

 

 2010

201030
2

22

NN

NNN


















                           (4.2.15) 

 

 

Thus, when it is fairly (4.2.14) has the following inequality  

     

           

 

 
1

2
22

2010

201030














NN

NNN






   

    

In case of (4.2.14),  tF  decreases at an interval  t,0 , thus 
t  is 

the solution  

the equation  tF / =0 , i.e. 
t is a point of a local minimum  tF  

and looks like: 

 

       
t =



2
ln

 

 2010

201030
2

22

NN

NNN


















                     (4.2.16) 

 

Let's define conditions for 30N , at which  tF  becomes nega-

tive at 
t . 

 

 

  tF = 


 304 N
 








 201030

4
NNN




ln

 

 2010

201030
2

22

NN

NNN


















 0      (4.2.17)  

                          

Lemma 2. The inequality (4.2.17) is just, when
 3030 NN , 

 2010
4

NNn 



  30N , 5911,4n . 

The proof. 
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The solution to inequality (4.2.17) concerning 30N , we will search 

as follows  

          2010
4

NNn 



= 30N  

and match such n  that  tF  0 . Then 

 tF = n ( 10N + )20N ( 10N + 20N )( n 1)
  

2010

20101
ln

NN

NNn




=  ( 10N + 20N ) 

 [ n ( n -1)
  

2010

20101
ln

NN

NNn




] ( 10N + 20N )[ n ( n 1)  1ln n ] 0                 (4.2.18)  

   

 

The inequality (4.2.18) for n >1 is just, if  

 

       n ( n 1)  1ln n  0  

 

Let's designate  

 

      )(nG  n ( n 1)  1ln n . 

Then 

 

      )(nG 1+, при n  1  ;  

 

      )(/ nG <0 , при n >2;  

 

      )(/ nG >0 , когда 21  n ;  

 

      )(/ nG =0, когда n =2, 

i.е. n =2 is the point of a local maximum for function )(nG . 

It‘s clear that there is such point as n , for which 

 

        )( nG =0 ,  

as 0)4( G , 0)5( G , that 54  n , more precisely 

5911,4n . 
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Thus, when, 30N  2010
4

NNn  




 i.e.  nn , 0)( nG  and 

  0tF .  

 

The lemma is proved.  

 

It is obvious that as there is (4.2.17), the function 1N ( t ) has zero. 

As for )(2 tN , it is for any 30N  and big t  aspires to  , and consequent-

ly its zero t , is the solution of the following transcendental equation 

 

2
)( 1020

2

NN
tN




te  + 












tNNN

NN
)

2
(

2

2
302010

2010 





 

t

e 2



=0 . 

 

IV.II.3. ( 10N < 20N ). If at the antagonistic sides have different start-

ing conditions and the starting position of the second side is more, the 

first and the second sides change roles and there are symmetric results for 

1N ( t ) and 2N ( t ). 
1

30N  will be the analogue for 


30N .  

IV.III. D =  82  <0 . 

  IV.III.1. ( 10N = 20N ). In case when the antagonistic sides have be-

gun information warfare under equal starting conditions the influence of 

international organizations on the first and second sides is productive. In 

this case, taking into account (3.8) - (3.10), functions )(3 tN , )(1 tN , 

)(2 tN , will become  

 

 

3N ( t )=
 

2

2

30102

30
8

4










NN
N

t

e 2



















1

2

2

8
sin 


t ,         (4.3.1) 

 

   

         1 = arctg
3010

2

30

4

8

NN

N








. 
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1N ( t )= 2N ( t )=




2


2

2

30102

30
8

)4










NN
N

t

e 2






















1

2

2

8
sin t ,    (4.3.2)                              

 

           = arctg


 28 
. 

 

 

According to (4.3.2), functions 1N ( t ) and 2N ( t ) come to zero at 

point 
t  

  

 

          
t = 

 

D

 12 
,                                                 ( 4.3.3) 

 

and )(3 tN  in 
 t , which is more than 

t   

 

          
 t =

 

D

 12 
                                                        (4.3.4)  

 

and information warfare stops. 

IV.III.2. ( 10N > 20N ). If at the antagonistic sides have different 

starting positions and thus, the starting conditions of the first side are 

more than of the second one the function 3N ( t ) comes to zero at point 



1t  according to (3.8)  

 

              


1t =
 

D

2
 , 

                  

and 2N ( t )  , at t  , therefore the function 2N ( t ) has 

zero at point 


1t , which is from the equation  

            )( 12

tN =0, 

where - )(2 tN , looks like (3.10). 
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As for 1N ( t ), 1N ( t )  , at t   , but at selection 30N , the 

function 1N ( t ) can come to zero.  

Indeed, the parity 

 

            0)(1 tN       

 

owing to (3.9), gives the following equation               

 

         













 


















21020

2

22

8
sin

t

e
NN

t






/




2

 
2

2

3020102

30
8

)2










NNN
N     (4.3.5) 

 

  

According to (4.3.5), the condition of existence of zero for 1N ( t ), 

leads to the following inequality   
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The solution (4.3.5) concerning t , which satisfies (4.3.6), always 

exists for big 30N . 

Thus the function 1N ( t ) has a zero, hence the first side finishes in-

formation warfare too. 

IV.III.3.( 10N < 20N ). If at the antagonistic sides have different 

starting conditions and the starting position of the second side is more the 

first and second sides change roles and there are symmetric results for 

1N ( t ) and 2N ( t ). 

 Thus, the analysis of the received results shows that func-

tions )(1 tN , )(2 tN  and )(3 tN  come to zero at selection of corresponding 

30N  and   (with the help of prevention and increase in peace-making 

activity). If there are no preventive activities from the international or-

ganizations, then coming to zero of all the three required functions is 

possible only in case, when D <0 (aggression of the antagonistic sides is 

weaker than peace-making activity). Thus, in the last case, coming to ze-

ro is provided with increase of  (peace-making activity), even in case 

when information warfare begins under different starting conditions.  

International organizations capable of extinguishing information 

warfare, i.e. functions )(1 tN  and )(2 tN , do not come to zero, when 

D 0  (high aggression of the antagonistic sides) and there are no pre-

ventive actions from their side. 
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Temur CilaCava, nugzar kereseliZe 

 

prevenciuli sainformacio omis uwyveti wrfivi 

maTematikuri modeli 

 

naSromSi agebulia or antagonistur saxelmwifoTa So-
ris sainformacio omis wrfivi uwyveti maTematikuri mode-
li, imis gaTvaliswinebiT, rom arsebobs mesame, mSvidobism-
yofeli mxare, romelic moqmedebs prevenciulad. modeli iT-
valiswinebs rogorc Tanabari (`iaki – daTvi~), aseve mkveT-
rad gansxvavebuli (`kravi – mgeli~) siZlieris mqone gaerTi-
anebebis dapirispirebas.                             

saZebn funqciebad aRebulia drois mocemul momentSi in-
formaciis is raodenoba, romelsac avrcelebs TviToeuli 
mxare, dasaxuli miznis, arCeuli strategiis misaRwevad. mo-
delSi, orive mxare erTi da igive tempiT awarmoebs sainfor-
macio oms da reagirebs saerTaSoriso organizaciebis mowo-
debebze. Tavis mxriv, mesame mxare Tanabrad reagirebs antago-
nistur mxareTa sainformacio Setevebis intensivobaze. 

miRebulia pirveli rigis wrfivi mudmivkoeficientian 
diferencialur gantolebaTa sistemisaTvis koSis amocanis 
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zusti amonaxsni. analizma gamoavlina modelis konstantebsa 
da sawyis pirobebs Soris is Tanafardobebi, romlis drosac:  

 antagonisturi mxareebi, miuxedavad prevenciulad 
moqmedi mesame mxaris mowodebisa, aZliereben sain-
formacio Setevebs; 

 erT-erTi antagonisturi mxare, mesame mxaris zemoq-
medebiT, garkveuli drois Semdeg, asrulebs sain-
formacio oms (Sesabamisi amonaxsnis nulze gas-
vla), maSin roca meore, mas aZlierebs; 

 orive antagonisturi mxare, mas mere rac miaRwevs 
aqtiurobis maqsimums, mesame mxaris zemoqmedebiT am-
cirebs sainformacio Setevebs da sasrulo drois 
Semdeg Sewyveten sainformacio oms (amonaxsnTa nul-
ze gasvla). 

pirvel SemTxvevaSi, unda velodoT sainformacio omis 
cxel fazaSi transformacias, meoreSi es transformacia 
naklebad savaraudoa, mesameSi ki – gamoricxuli. 

SemoTavazebul models Teoriuli interesis garda ga-
aCnia praqtikuli mniSvnelobac. igi gvaZlevs saSualebas, sa-
informacio Setevebis ukve sawyis etapze, dakvirvebebisa da 
analizis saSualebiT, davadginoT mxareTa WeSmariti gan-
zraxvebi da sainformacio omis ganviTarebis xasiaTi.  
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soxumis saxelmwifo universitetis Sromebi 

t. VII, 2009 
maTematikisa da kompiuterul mecnierebaTa seria 

 

 

HAMLET MELADZE 

 

ON TWO-LAYER FACTORIZED DIFFERENCE SCHEMES  

FOR SYSTEM OF DIFFERENTIAL EQUATIONS 

WITH PARTIAL DERIVATIVES  

OF PARABOLIC TYPE 
 

Abstract. The mixed problem with first sort boundary conditions 

for systems of equations of parabolic type is considered 

   ,fLu
t

u





 

where L  - strong elliptic operator with variable coefficients, con-

taining the mixed derivatives,  ,,,, )()2()1( nuuuu   

 )()2()1( ,,, nffff   - n -dimensional vectors. The two-layer factorized 

scheme is constructed. The received algorithms can be effectively real-

ized for multiprocessing computing systems. For solution of difference 

scheme the aprioristic estimation on layer in norm of mesh space 

)1(

2

0

W  is 

received, on which basis convergence of solution of difference scheme to 

the solution of an initial problem is proved. 

2000Mathematics Subject Classification: 65M12, 65M15, 

65M55. 

Key words and phrases: difference scheme, two-layer factorized 

scheme, parabolis type. 

 

1. Introduction 

As it is known, at the mathematical formulation of many scientific 

and technical problems there are arising the differential equations with 

partial derivatives of parabolic type [1,2]. Construction and investigation 

of the difference schemes for linear system of equations of parabolic type 

with the mixed derivatives is a subject of the present article. 

The solution of such problems is one of challenges in numerical 

mathematics and demands, as a rule, a lot of computing resources. One of 
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the ways of reduction the time of the solution of such problems is to use 

the parallel computations on multiprocessing computing systems. 

Usage of parallel computing systems demands construction of algo-

rithms in the form accessible to parallel processing of the data. In compu-

tational mathematics enough considerable quantity of such methods is 

developed. One of such methods is the method of decomposition of chal-

lenging tasks on more simple tasks moving implementations on parallel 

processors. 

At construction of the difference schemes with given properties the 

method of the regularization offered by A.A.Samarskim [3,4], possesses 

the big efficiency. In the present paper this method is used for construc-

tion of the difference schemes, which can be easily implemented on pa-

rallel computing systems. 

According to the regularization method: 

 At first, the initial difference scheme, meeting requirements of 

approximation of the given order is constructed. 

 the regularizator, that is operator, providing absolute stability 

of the difference scheme, is selected. 

 By means of the factorization method of the operator on the 

upper layer passage to the economic stable difference scheme 

is made. 

Thus, the basic attention is given to following problems: 

1. Reception economic difference scheme at minimal require-

ments on the spatial operator. It is required only that the spatial 

operator will be strong elliptic. 

2. Absolute stability at any   ∞ ( - a step on time) and h  ∞ 

(h - a step in a direction on x ,  = 1,2,…,p). 

3. Application of one-dimensional double-sweep algorithm for 

solution of received difference equations. These algorithms can 

be used for parallel computing systems. 

4. The convergence proof of difference schemes at smaller 

smoothness of the solution of initial system of the differential 

equations that is reached by refusal of an estimation of local 

approximation.  

To the problem of construction of difference splitting schemes the 

extensive literature is devoted. We will note some monograph [3,5,6]. It is 

possible to find the extensive list of works in this direction in these mono-

graphs. Let's note also some works on parallel algorithms of the solution of 

parabolic equations [8-12]. It is natural, that this list is incomplete.  
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2. The statement of the problem 

 

1. Let,   pxxxxxD pp ,,2,1,0,,,, 21     is 

open p–dimensional parallelepiped in p–dimensional Euclid space Ep.  - 

surface of parallelepiped Dp and  pp DD  -- is the Dp area‘s clo-

sure. 

 TDG pT ,0  -- cylinder in (p +1)-dimensional Euclid space 

with basis Ep.  TDG pT ,0  -- is the closure of the area TG  and (x, t) – 

any point in TG .  T
k GC ,  is the set of continuous in TG  functions, 

which have in TG  continuous derivatives to an order   (inclusive) on x 

and to an order k (inclusive) on t. 

In cylinder TG  we considered the following problem for system of 

equations of parabolic type with mixed derivatives:  

Let‘s find continuous in TG  solution of system of the equations 
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       (1.1) 

 

satisfying to boundary conditions 

 

    txgtxu ii ,, )()(  , when  Tx ,0 , ni ,,2,1  ,           (1.2) 

 

and to initial conditions  

 

     xuxu
ii )(

0
)( 0,  , when pDx ,  .,,2,1 ni              (1.3) 

 

Let's assume that following conditions are satisfied: 

I. Coefficients  txK
ji

,
,
,  are Lipschitz-continuous with respect to t. 

Let's assume also that matrixes from coefficients of the spatial operator 

   pKK
n

ji

ji
,,2,1,

1,

,
, 


  are symmetric and that the problem 

(1.1)-(1.3) has the unique solution  txuu , , continuous in TG  and diffe-

rentiated necessary number of times. 
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II. Spatial operator of system of equations (1.1) is strong-elliptic, so 

that for any  Tt ,0  the following inequality is true 

 

      
 
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1
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1
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
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


  ,               (1.4) 

 

where  i
  -- any real numbers, 1  and 2  -- positive constants.  

 

 

3. The two layer difference scheme for problem (1.1)-(1.3) 

 

1°. In cylinder TG  let‘s introduce the difference mesh. Construc-

tion of spatial-time mesh in TG  is carried out by means of one-

dimensional meshes on intervals   p,,2,1,,0    and  T,0 :  

 

  
   phNNihix
i

,,2,1,,,,1,0,    
 . 

 

  
   phNNihix
i

,,2,1,,1,,1,    
 . 

 

The difference mesh in parallelepiped pD  is constructing in fol-

lowing way: 

 

  

  


  


hNNiDhihix ppp

p

h ,,,1,0,,,11
1

. 

  



p

h
1

  -- set of internal points of difference grid in Dp. 

Denote by   xhhh  \  the set of knots, belonging to the 

boundary , which are named the boundary knots. On interval  T,0  let‘s 

introduce the difference mesh 

 

   Tkkjjt j   ,,,1,0,  . 
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Let    hh  be the partial-time mesh of internal knots of cy-

linder TG  and  jtx,  is any knot of h .    hh  be the set of 

knots of difference grid on lateral surface of the cylinder TG  and  jtx ,  

is knot, belonging to h . Then 

   hhhh  

is the partial-time mesh in TG . 

2. We will deal with functions of discrete argument, defined in 

knots of difference mesh and named mesh functions. 

We will consider the set of net vector-functions 
      nyyyy ,,, 21  , defined on h . For them the symbol 

 jy  

means value of a mesh vector-function in knots  jtx, . 

We will use designations: 
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Let's enter the difference relations: 
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For the mesh vector-functions defined on h , besides the speci-

fied designations, we will use still the following: 
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3. Set of the mesh functions, defined on the mesh p , we will de-

signate by H, and its subset consisting of mesh functions, becoming zero 

on p  - through 


H . 

On set 


H  we will enter the scalar product 

     



n

i

ii vyvy
1

,, , 

Where 

 

        
 



px

p
iiii hHHxvxyvy

 


1

,, . 

It is obvious, that this scalar product induces the norm 

 yyy ,
2

0
 . 

Denote by ,  
  pp  where 

  -- set of knots of border p , 

at which  lx  .   
 -- set of knots of border p , at which 

 lx  ,  lx   and etc. Similarly, we will designate through 
  -- set 

of knots of border p , at which 0x  and etc. 

Let's enter the designation   ppp ,,2,1  . Scalar product also is 

required to us: 
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functions of set 


H . The norm in this space is set by means of following 

equality 
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Let's notice that 

)1(

2



W -- is full Hilbert space concerning this norm.  

4. Let A -- the linear self-conjugate operator and A>0, operating in 

Hilbert space 


H . We will define new scalar product 

      vAyvy A ,,  .   

Owing to such definition 


H  turns in new Hilbert space, which we 

will denote through HA. Energetic space HA consists of the same ele-

ments, as the space 


H . Norm in HA we will denote by the symbol 
A

  : 

     uAuu
A

,
2
 . 

5. For problem (1.1)-(1.4) let‘s consider two-layer difference 

scheme, which order of approximation in a class  TGC 2,4  of solutions 

(1.1) is a value of the order  2
hO  : 

 

        ht txtxfAyyRE  ,,, ,                  (2.1) 

where     nffffyyyy nn  )()2()1()()2()1( ,,,,,,,  -

dimensional vectors, and operator A is defined by equality  
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R – operator-regularizator, which choice provides absolute stability 

of difference scheme (2.1). 

The vector function  txy ,  satisfies the following boundary and ini-

tial conditions: 

 

        xuxyx   iftxgtxy h 00,,,,,   .              (2.3) 

In work [4] is proved the fairness of following relations 

 

       yyAyAyyyA ,,, 0
2

0
1    ,  or  0

2
0

1 AAA   ,          (2.4) 

for any vector 0Hy . 

Hence, operators A and A
0
 in 



H  are energetically equivalent with 

constants 1  and 2 . 

On the basis of the results §2 from [7] and inequalities (2.4) it is 

possible to conclude, that the difference scheme (2.1) with regularizator 
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0AR  , at 25.0   , is absolutely stabile in space 


H  (stabile under the 

initial data and the right part).  

6. Let's pass to construction economic factorized two-layer differ-

ence scheme, considering the scheme (2.1) as initial. As  
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then, replacing the operator 



p

RERE
1

  with the facto-

rized operator  



p

RE
1

 , we receive the two-layer factorized differ-

ence scheme  

      txfAyyRE t

p

,
1




 ,                      (2.6) 

 

which in a canonical form can be written down as follows 

 

       ht txtxfAyyRE  ,,,
~

 ,                  (2.7) 

 

where pQRR 
~

, and 

 









p

p
p RRRRRRQ

1

2








   .              (2.8) 

 

It‘s evident, that in 


H  the inequality RR 
~

 is valid, therefore the 

factorized difference scheme (2.6) or (2.7) will be absolutely stabile un-

der the initial data and the right part. 

7. We will notice, that for difference schemes (2.6) it‘s possible to 

construct the effective computing algorithm by means of decomposition 

of the operator  



p

RE
1

 , which is easily implemented on the parallel 

computing system. 

The difference scheme (2.6) we will rewrite as follows 
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        



p

t FyB
1

,




 
 

where AyfFyyEREB xx  ,, 00
  . 

 

Such record of difference schemes gives the chance to construct the 

following computing algorithm 

 

 





.3,2,1,

,,,,3,2,

)(
1

)()1()()1(1









jvyy

yvpvvBFvB

p
jj

tp




         (2.9) 

 

For definition of functions )(v  at hx   it is necessary to use the 

following formulas: 

 

 txgBBv ttp ,1)(    при ],0[ Tx  
   .            (2.10) 

This algorithm is especially convenient for solution of considered 

problem in case, when the function  txg ,  does not depend from t. In this 

case we receive homogeneous boundary conditions for functions )(v  

 p,,2,1  .  

So, the initial problem (2.6) breaks into a number of subtasks, each 

of which is possible to solve, using parallel computing algorithms [12, 

13]. 

 

4. Convergence of the difference scheme 

 

1. The initial difference scheme (2.1) has an error of approxima-

tion of the order  2
hO  , if the solution of system of the differential 

equations (1.1) belongs to the class  TGC 2,4 . An approximation error of 

factorized scheme (2.6) we will present in such kind 10   , where 

0  -- an error of approximation of initial difference scheme (2.1), which 

order in the considered class is equal to  2
hO  , and tpuQ2

1   . 

From here it is visible that at p>2 requirement  2
1 hO    imposes 

additional restrictions on smoothness of the solution of the system of eq-

uations (1.1). However, the aprioristic estimation and the theorem of 
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convergence in norm of space 

)1(

2



W  can be received at weaker restric-

tions, than the condition of local approximation of order  2
hO  . 

2. To proof the convergence of factorized scheme (2.6) we will 

consider the vector function of error   htxuyz  ,, , where u -- the 

solution of the initial problem (1.1)-(1.3), and y - the solution of the prob-

lem (2.6), (2.3). 

For the net function z we will receive the following problem 

 

 
    



h

t

xtxzxz

AzzRE





,0,,00,

,
~

                  (3.1) 

 

where 10    -- the error of approximation of the difference 

scheme (2.6). 

For the further statement it is useful to enter following denotations: 
*0
 TTA   or ,,, **0

  xxxx uuTuuTuuTTuA 
 

 

.,,,
1 2

0
21

2
1 2

0

2
1 2

0

2

,,3,2














p

pq

p

q

p

q
yTTTyyTTTyyTTy

pppp





   

 

Theorem 3.1. Let, conditions I-II are satisfied, regularizator R is 

defined by equality 0AR   and 25.0   . Then for the solution of the 

problem (3.1) on any sequence of meshes h  the aprioristic estimation 

is fair 

 

      ,'max'max
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1

2

22
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'0
1

1

, 



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





 







p

s
qt

s

ttttA

j

ps
jj

tuMtMz     

 

where 21 , MM  -- the constant number which is not dependent on 

the mesh. 

Considering the estimation 
1

11 


j

A

j
zz  , where  - the posi-

tive constant, which is not dependent on the mesh, on the basis of the 
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theorem 3.1 it is easily possible to receive the aprioristic estimation for 

the solution of the problem (3.1) in space 

)1(

2



W . 

Theorem 3.2. Let, conditions of the theorem 3.1 are satisfied. 

Then, for solution of the problem (3.1) on any sequence of meshes h  

the aprioristic estimation is fair: 
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1
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22
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200

'0
1

1

1

, 











 







p

s
qt

s

tttt

j

ps
jj

tuMtMz     

 

where 21 , MM   -- positive constants, which are not depend on 

mesh. 

Theorem 3.3. Let, conditions of the theorem 3.1 are satisfied. Be-

sides, let solution of system of the equations (1.1)  TGCu 2,4 , when 

4p , and  T
p GCu 2,  when 2p . Then the solutions of difference 

problem (2.6), (2.3) converge in norm 

)1(

2



W  with speed  2
hO   to the 

solution of problem (1.1)-(1.3) on any sequence of grids h . 
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hamlet melaZe 

 

 

orSriani faqtorizebuli sxvaobiani sqemebi 

paraboluri tipis kerZowarmoebuliani 

gantolebaTa mravalganzomilebiani 

sistemisaTvis 

 
 
naSromSi ganxilulia Sereuli sasazRvro amocana pir-

veli gvaris sasazRvro pirobebiT paraboluri tipis kerZo-
warmoebuliani gantolebaTa mravalganzomilebiani sistemi-
saTvis: 

   ,fLu
t

u






 

sadac L  - cvalebadkoeficientebiani, Zlierad elifsuri 

operatoria, xolo  ,,,, )()2()1( nuuuu    )()2()1( ,,, nffff   - 

warmoadgens n -ganzomilebian veqtorebs.  

  naSromSi agebulia absoluturad mdgradi sxvaobiani 
faqtorizebuli sqemebi. am sxvaobiani sqemebis agebis dros 
gamoyenebulia regularizaciis meTodi, romelic damuSavebu-
li iyo a. samarskis mier. miRebuli algoriTmebi SeiZleba 
efeqturad iqnes realizebuli mravalprocesorebian gamoTv-
liT sistemebze. energetikul utolobaTa meTodis gamoyene-

biT badur 
)1(

2

0

W  sivrceSi miRebulia aprioruli Sefasebebi, 
romelTa safuZvelzec damtkicebulia Teorema sxvaobiani sqe-
mis krebadobis Sesaxeb. 
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BOUNDARY VALUE PROBLEM FOR ONE CLASS  

OF ORDINARY DIFFERENTIAL EQUATIONS, 

GIVEN ON GRAPHS 

 

Abstract. In the present paper the boundary value problem for one 

class of the ordinary differential equations, given on graphs, and the dif-

ference method for solution of this problem is investigated. The explicit 

solutions of the differential problem in the form of quadratures, and also 

exact solution of the difference scheme are constructed. 

Computer Rev.: j.1.5, j.1.7 

Key words and phrases: boundary value problem, differential eq-

uations on graphs, analytical solutions, difference schemes.           

  

 

1. Introduction 

 

In papers [1,2] the mathematical model of an electropower system 

which represents to boundary value problem for the ordinary differential 

equations set on graphs is considered. The problem in view correctness is 

investigated. The correspondent finite-difference scheme is constructed 

and investigated. The double-sweep method type formulas for finding the 

solution of the finite-difference scheme are offered.  

Let's mark, that the boundary value problems on graphs are not in-

vestigated theoreticaly to the full in the scientific literature. See, for ex-

ample [3 −7] and the literature mentioned there.  

In the present paper the boundary value problem for one class of 

the ordinary differential equations set on graphs is considered. The ex-

plicit solution of this problem in the form of quadratures is constructed. 

Further the difference method for solution of this problem is considered. 

The exact solution of the difference scheme, which is the difference ana-

logue of solution of the differential problem is constructed. We will mark 

that it‘s important to have exact solution of this problem for testing, and 

also for an estimation of accuracy and efficiency of the difference meth-
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ods used for numerical solution of the ordinary differential equations, 

given on graphs. 

 

3. Analytical solutions of the differential equations 

given on graphs 

 

For simplicity of presentation we will consider the graph that con-

sists of two ribs. Tops of the graph are the points 21 , aa , and the ribs of 

the graph are )( 110 aa , )( 220 aa .  

 

0a   2a  

 

Let us state the following problem: find twice continuously differ-

entiated functions    21 , xvxu , where x − the local coordinate along 

 , α=1,2, which satisfy: 

1) the differential equations  

 

  )( 112

1

2

xf
dx

ud
 ,  11 ,0 bx  ,   )( 222

2

2

xf
dx

vd
 ,  22 ,0 bx  ,          (1) 

 

where  − is length of the rib  , and ( )f x  , =1,2, − are given, 

continuous on  b,0  functions, 2,1 ; 

2) the boundary conditions 

 

   11)( bu , 22)( bv ,                         (2)  

   

3) and conditions of conjunction 

 

   )0()0( vu  , 0

0201
21



 xx
dx

dv

dx

du
.                   (3) 

1a  
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It‘s easy to construct the solution of the problem (1)-(3) in the form 

of quadratures. We will present functions    21 , xvxu  in the form of 

sum of two functions: 

 

  
)()()(

)()()(

2

)2(

2

)1(

2

1

)2(

1

)1(

1

xvxvxv

xuxuxu




,                                                 (4) 

where 

 

       222
2

2
)1(2

112
1

1
)1(2

,0,0
)(

,,0,0
)(

bx
dx

xvd
bx

dx

xud
   

 

    11

)1( )( bu ,  22

)1( )( bv ,                                                           (5) 

  

    0),0()0(

02

)2(

01

)1(
)1()1(

21



 xx
dx

dv

dx

du
vu        

and 

 

       22222

2

2

)2(2

11112

1

1

)2(2

,0),(
)(

,,0),(
)(

bxxf
dx

xvd
bxxf

dx

xud
 .  

      

  0)( 1

)2( bu ,  0)( 2

)2( bv ,                                                      (6) 

 

    0),0()0(

02

)2(

01

)2(
)2()2(

21



 xx
dx

dv

dx

du
vu .   

     

The solutions of the problem (5) are the linear functions: 
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2
21

11
1

21

21
1

)1( )( 
bb

xb

bb

bx
xu









  ,                    (7) 

 

 

 2

21

12
1

21

22
2

)1( )( 
bb

bx

bb

xb
xv









  .                      (8) 

 

 

For construction the solution of the problem (6) let‘s integrate the 

first equation: 

 

  
t

dssfutu

0

1
)2()2( )()0()( . 

Integrating once again the previous relation, we will receive 

 

    dtdssfuxuxu

x t

  














1

0 0

1
)2(

1
)2(

1
)2( )()0()0()( .   

    

Let‘s denote by  )0()0( )2()2( vu . Then we will have 

 

    dtdssfubbu

b t

  














1

0 0

1
)2(

11
)2( )()0()(  .  

 

Considering the condition 0)( 1

)2( bu , we will receive, that 

 

    dtdssf
bb

u

b t

  














1

0 0

1
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)2( )(
1

)0(


.                    (9) 
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Therefore,  

 

dtdssfdtdssf
b

x

b

x
xu

x tb t
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Let's similarly receive 

 

    dtdssf
bb
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b t
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
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,                                 (11) 
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Taking into account the condition 0

02

)2(

01

)2(

21



 xx
dx

dv

dx

du
 and 

relations (9), (11), it‘s possible to define the value of a constant α: 
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bb

 .             (13) 

 

Finally, taking into account equalities (7), (8), (10), (12), (13), we 

obtain the explicit solution of the problem (1)-(3) in the form of quadra-

tures: 
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3. The difference scheme for problem (1) - (3) 

 

 

For numerical solution of problem (1)-(3) let‘s enter on segments 

 1,0 b  and  2,0 b  the uniform mesh with steps 1h  and 2h . Then replace 

2
1

2

dx

ud
 and 

2
2

2

dx

vd
 by second difference derivative [8]. Then for problem 

(1)-(3) we will receive the following difference scheme: 
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the boundary conditions 
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z ,                                                 (17) 
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and conditions of conjunction 
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where .,),(),( 2
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Let's construct by analogy (14)-(15) exact solution of difference 

scheme (16)-(18). We will present the functions )()( , ji zy  in the form 

of the sum of two functions: 
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It is easy to show that solution of the problem (19) are following 

mesh functions:  
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Let's find explicit expression for )(
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2 , ii zy . For this rewrite the eq-
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and summarizing on i from 1 to k. Then we will receive 
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Summarizing the last equation on k from 1 to j-1, we will receive: 
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or 
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Taking into account the condition 0
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the last equality it is possible to write: 

 

         0
1

1 1

)(
1111

)1(
211

)0(
2

1

  


 

N

k

k

i

i

x
xfhhyhNy .  
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Therefore, from equality (22) and (23), we will receive: 
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Similarly we will receive 
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Using the condition of conjunction     0
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ities (23), (25), it is possible to define value of a constant  : 
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Taking into account equalities (21), (24), (26) and (27), we will re-

ceive the explicit solution of the difference problem (16)-(18): 
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Let's mark that results of given article can be transferred for the dif-

ferential equations, given on graphs, which consists from n ribs. 
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Tina gorozia, TinaTin daviTaSvili 

 

sasazRvro amocana grafebze gansazRvruli 

Cveulebriv diferencialur gantolebaTa 

erTi klasisTvis 

 
naSromSi gamokvleulia sasazRvro amocana grafeb-

ze gansazRvruli Cveulebriv diferencialur gantolebaTa 
erTi klasisTvis.  

simartivisaTvis ganvixiloT ori wibosagan Semdgari 

grafi. grafis wveroebia 21 , aa  wertilebi, xolo wiboebia 

)( 110 aa  da )( 220 aa . 

              1a               

0a   2a  

 
davsvaT Semdegi amocana: vipovoT orjer uwyvetad di-

ferencirebadi funqciebi    21 , xvxu  (sadac x − lokaluri 

koordinataa  -is gaswvriv, α=1,2), romlebic akmayofileben 

a) Semdeg diferencialur gantolebebs: 
 

  )( 112

1

2

xf
dx

ud
 ,  11 ,0 bx  ,   )( 222

2

2

xf
dx

vd
 ,  22 ,0 bx  .          (1) 
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sadac  −   wibos sigrZea, xolo ( )f x  , =1,2 − mocemu-

li funqciebia;  
b) sasazRvro pirobebs 
 

   11)( bu , 22)( bv ,                                             (2) 

  

   

g) SeuRlebis pirobebs 
   

   )0()0( vu  , 0

0201
21



 xx
dx

dv

dx

du
.                   (3) 

 

 
Seswavlilia dasmuli amocanis amoxsnis sxvaobiani me-

Todi. agebulia diferencialuri amocanis cxadi amonaxsnebi 
kvadraturebSi da sxvaobiani sqemis zusti amonaxsnebi. naS-
romSi miRebuli Sedegebi SeiZleba miRebul iqnes diferenci-
aluri gantolebebisTvis, romlebic gansazRvrulia n wibos 
Semcvel grafze. SevniSnoT, rom analogiuri amocanebi war-
moiqmneba eleqtroenergetikuli sistemebis, gazsadenebis, 
wyalsadenebis da a.S. qselebSi sxvadasxva procesebis mode-
lirebisas. 
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soxumis saxelmwifo universitetis Sromebi 

t. VII, 2009 
maTematikisa da kompiuterul mecnierebaTa seria 

 
 

Temur CilaCava, ciala ZiZiguri, leila sulava, 

maia Cakaberia 

 

administraciuli zewolis arawrfivi 

maTematikuri modeli 

 
reziume. naSromSi SemoTavazebulia axali arawrfivi 

uwyveti maTematikuri modeli, romelsac SeuZlia aRweros 
mocemul sociumSi (qveyana, saswavlo dawesebuleba, sawar-
moo obieqti da sxva) mmarTveli struqturebis mxridan admi-
nistraciuli zewola adamianebze maTi moqmedebebis gakon-
trolebis mizniT. maTematikuri modeli aRiwereba orucnobi-
ani (Tavisufali (aramarTvadi) da marTvadi adamianebis ra-

odenoba drois  momentSi) diferencialuri gantolebaTa 
sistemiT. administraciuli zewola zogadad ganisazRvreba 
drois mocemuli funqciiT. mudmivi administraciuli 
zewolis pirobebSi koSis amocana arawrfivi 
diferencialuri gantolebaTa sistemisaTvis amoxsnilia 
analizurad zustad. modelis parametrebisa (Tavisuflebis 
xarisxis koeficienti, administraciuli zewolis Zala) da 
sawyis pirobebs Soris sxvadasxva damokidebulebebis 
mixedviT miRebulia xuTi gansxvavebuli SemTxveva:   

 miuxedavad sastarto pirobebisa Tavisufali 
adamianebis raodenoba miiswrafvis garkveul 
wonasworobis raodenobisken, romelic saerTo 
raodenobis naxevarze metia (susti zewola); 

 sociumSi mudmivi administraciuli zewolisa da 
sxvadasxva sastarto pirobebis miuxedavad 
damyardeba marTvadi da aramarTvadi adamianebis 
Tanabari raodenoba (arasakmarisi zewola);  

 Tavisufali adamianebis raodenoba, romelic 
Tavdapirvelad marTvadi raodenobis meti iyo, 
miiswrafvis wonasworobis mdgomareobisken, 
romelic saerTo raodenobis naxevarze naklebia 
(Zlieri, magram SezRuduli zewola Tavisufal 
adamianebze);  
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 Tavisufali adamianebis raodenoba, romelic 
Tavdapirvelad marTvadi raodenobis toli an 
naklebi iyo, miiswrafvis nulisken (Zlieri 
zewola, sruli kontrolis SemTxveva);   

 Tavisufali adamianebis raodenoba, romelic 
Tavdapirvelad marTvadi raodenobis meti iyo, 
miiswrafvis nulisken (uZlieresi zewola 
Tavisufal adamianebze, sruli damorCilebis 
modeli). 

 
 2000Mathematics Subject Classification: 93A30, 00A71  

Key words and phrases: administrative pressure, nonlinear mathematical 

model, factor of degree of freedom, a complete control case, model of full 

submission. 
 

1. Sesavali 
 

sinergetika anu TviTorganizaciis Teoria, dReisTvis 
saganTa Soris kavSirebis kvlevis erT-erT yvelaze popula-
ruli da perspeqtiuli midgomaa. termini “sinergetika” ber-
Znulidan TargmanSi niSnavs “erTobliv moqmedebas”.  

Cveni mTavari mizania vaCvenoT rogor aRwevs sinergeti-
ka mniSvnelovan Sedegebs gansxvavebul mecnierebebSi (maga-
liTad, maTematika da sociologia). ras unda daveyrdnoT 
cvlilebebis epoqaSi? albaT, gamoyenebiT maTematikas, maTema-
tikur da kompiuterul modelebs, prognozisa da monitorin-
gis algoriTmebs, mecnierul msofmxedvelobas. 

sinergetikis ganviTarebam gviCvena, rom misi Tavisebureba 
da originaloba damokidebulia imaze, rom is samecnio sivr-
ceSi sami sferos TanakveTaze mdebareobs – sagnobrivi cod-
nis, filosofiuri refleqtebisa da maTematikuri modelire-
bis. swored es samTakavSiri saSualebas gvaZlevs erT Sem-
TxvevaSi efeqturad avaSenoT mecnieruli strategia, meoreSi 
– movaxdinoT msxvili kvleviTi proeqtebis organizeba [1-9].  

am naSromSi Cvens amocanas warmoadgenda iseTi social-
uri procesis aRwera maTematikur enaze (Segveqmna maTemati-
kuri modeli), rogoric aris administraciuli zewola, ro-
melic SeiZleba xorcieldebodes makrodoneze (saxelmwifo 
an misi didi regioni, makromodeli) an mikrodoneze (saswav-
lo dawesebuleba, sawarmoo obieqti da sxva, mikromodeli) 
mravalferovani ideologiuri da teqnologiuri saSualebeb-
iT. maTematikur modelSi ganixileba sami obieqti: 
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1. administracia (mmarTveli struqturebi, xelisuf-
leba), romlis mizans mikro an makrodoneze warmo-
adgens mis daqvemdebarebaSi myofi adamianebis mar-
Tva Tavisi interesebidan gamomdinare. Ees interese-
bi SeiZleba iyos rogorc samarTliani (swori mar-
Tva) ise usamarTlo (araswori marTva). 

2. marTvadi adamianebi, romelzec moqmedebs adminis-
traciuli zewola. 

3. Tavisufali anu aramarTvadi adamianebi, romlebic, 
miuxedavad administraciuli zewolisa, rCebian Ta-
visufalni Tavis arCevanSi an moqmedebaSi. 
 

 
 2. gantolebaTa sistema da sawyisi pirobebi 

 
populaciis evoluciis, saomari moqmedebebis lanCeste-

ris modelebisa da socialuri procesebis (maT Soris, de-
mografiuli, istoriuli, sainformacio omi da sxva) aRmweri 
sxvadasxva modelebis analizs mivyavarT administraciuli 
zewolis (marTvis) Semdeg arawrfiv maTematikur modelamde [ 
1, 10 – 12] 
  

 
                         

mocemul arawrfiv maTematikur modelSi administraci-
ul zewolas aqvs mudmivi xasiaTi da is ar aris damokidebu-
li droze. modelis ganxilvis periodSi adamianTa orive 
jgufis bunebrivi cvlilebebi ar aris gaTvaliswinebuli (am 
miaxloebaSi CaTvlilia, rom Sobadobisa da sikvdilianobis 
koeficientebi tolia). 

modeli aris uwyveti anu saZiebel funqciebs gaaCniaT 
sistemaSi Semavali uwyveti warmoebulebi. 

 
drois 

 
momentSi Tavisufali (aramarTvadi) ada-

mianebis raodenobaa, 
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drois 

 
momentSi marTvadi adamianebis raodeno-

baa, 

 administraciuli zewolis Zala, 

 Tavisuflebis koeficienti. 

 da  funqciebis raodenobrivi cvlilebebi 

drois  momentSi aRiwereba (2.1) arawrfivi gantolebaTa sis-
temiT. radganac gantolebaTa sistema (2.1) aris pirveli ri-
gis, unda daisvas damatebiTi piroba (koSis piroba)  

 

                                        (2.2)  

                  

 
miviReT koSis amocana (2.1), (2.2). amasTan, bunebrivia, rom 

 

vipovoT cxadi saxiT  da  funqciebi. 
adganac modelis ganxilvis periodSi orive jgufis bu-

nebrivi cvlilebebi iZlevian erTobliobaSi nulovan efeqts, 
gvaqvs: 

 

 
 

 saidanac gamovsaxoT  
 

 
 

CavsvaT (2.4) sistema (2.1)-is pirvel gantolebaSi. maSin 
miviRebT pirveli rigis gancalebadcvladebiani diferen-
cialuri gantolebisaTvis koSis amocanas 

 

 
 

 
 

 funqciis raodenobrivi cvlileba gamoisaxa 
kvadratuli samwevriT 
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  SemoviRoT aRniSvna: 
 

 
 ganvixiloT sami gansxvavebuli SemTxveva: 

DI. .0D   
 maSin (2.5) miiRebs saxes 
 

 

 
 
radgan  
    

 
vRebulobT martiv diferencialur gantolebas 
 

  

 
romlis erTaderTi amonaxsni, sawyisi pirobis gaTva-

liswinebiT Caiwereba  
 

 
 
xolo (2.3) da (2.4) gaTvaliswinebiT, miviRebT 
 

 
 

sabolood  -s mniSvnelobis gaTvaliswinebiT, miviRebT 
koSis amocanis (2.1), (2.2) erTaderT zust analizur amonaxsns. 
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       (2.9)   
          

 
 
 
am SemTxvevaSi, (2.9)-is analizi gviCvenebs, rom sociumSi 

mudmivi administraciuli zewolisa da Tundac gansxvave-

buli sastarto pirobebis miuxedavad  garkveuli 
didi drois Semdeg, damyardeba marTvadi da aramarTvadi 
adamianebis Tanabari raodenoba (arasakmarisi zewola).  

 

II. ganvixiloT SemTxveva, roca  
 

 
 
maSin (2.5)-dan miviRebT 
 

 
 

 
 
MmiRebuli (2.10) gantolebis zogadi amonaxsnia: 
 
 

 
 
mocemuli sawyisi pirobis gaTvaliswinebiT, vRebulobT 
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CavsvaT C -s mniSvneloba zogad amonaxnsnSi (2.11), mivi-
RebT 

 
 

 
 

 
 
 
amrigad, am SemTxvevaSi (2.1) sistemis amonaxsns eqneba 

saxe 
 
 

 
 

               

 
 
 
 
 (2.12)-s analizi iZleva sam gansxvavebul SemTxvevas: 
- Tavisufali adamianebis raodenoba, romelic Tavda-

pirvelad marTvadi raodenobis meti iyo (  , miis-
wrafvis wonasworobis mdgomareobisken, romelic saerTo 
raodenobis naxevarze naklebia (Zlieri, magram SeZRuduli 
zewola Tavisufal adamianebze);             

- Tavisufali adamianebis raodenoba, romelic Tavda-
pirvelad marTvadi raodenobis toli an naklebi iyo 
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, miiswrafvis nulisken (Zlieri zewola, sruli 
kontrolis SemTxveva); 

- Tavisufali adamianebis raodenoba, romelic Tavda-

pirvelad marTvadi raodenobis meti iyo (  , miis-
wrafvis nulisken (uZlieresi zewola Tavisufal adamia-
nebze , sruli damorCilebis modeli). 

 

III. ganvixiloT SemTxveva, roca .  
 

 
 
maSin (2.5) miiRebs saxes 
 
 

 
 
miRebuli diferencialuri gantolebis zogadi amonaxs-

nia: 
 

 
 
 
sawyisi pirobis gaTvaliswinebiT 
 

 
 
 

CavsvaT C -s mniSvneloba zogad amonaxsnSi, miviRebT  
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saidanac 

 
 
 

aRvniSnoT  

 

 
 
 

 
 
 

 

 
 
 

tolobis orive nawili gavyoT -ze 
 

 
 

saidanac 
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da sabolood miviRebT tolobas 
 
 

 
 
 
amrigad, sabolood vRebulobT koSis amocanis (2.1), (2.2)-

is zust analizur amonaxsns 
 
 

   (2.13) 
    
                  

 
 
 
(2.13) analizi gviCvenebs, rom miuxedavad sastarto pi-

robebisa Tavisufali adamianebis raodenoba miiswrafvis gar-
kveul wonasworobis raodenobisken, romelic saerTo raode-
nobis naxevarze metia (susti zewola). 

amrigad, miRebuli zusti analizuri amoxsna iZleva 
saSualebas mxareebma (mmarTveli struqturebi, Tavisufali 
adamianebi) arCeuli strategiis mixedviT Sesabamisad Sear-
Cion marTvis parametrebi (administraciuli zewolis Zala, 
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Tavisuflebis koeficienti) da ecadon miaRwion maTTvis sa-
survel Sedegs. bunebrivia, rom moqmed mmarTvel struqtu-
rebze ar aris damokidebuli mxareebis sastarto pirobebi, 
amitom misTvis marTvis (mxolod masze damokidebuli) para-
metria ideologiuri Tu teqnologiuri (beWvdiTi da eleqt-
ronuli presa, interneti) SesaZleblobebi, romlis gamoye-
nebis yvelanairi ekonomikuri berketi mas gaaCnia.  

      L 
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LEILA SULAVA, MAIA CHAKABERIA 
 

NONLINEAR MATHEMATICAL MODEL  

OF ADMINISTRATIVE PRESSURE 

 

Abstract 

 

In work the new nonlinear continuous mathematical model which 

can describe in the given society (the country, an educational institution, 

industrial object etc.) administrative pressure upon people from outside 

administrative structures for the purpose of the control of their actions is 

offered. The mathematical model is described by nonlinear system of the 

differential equations with two unknown (quantity free (non-ruled) and 

ruled people at the moment of t time). Administrative pressure which can 

have various forms, is generally defined by the given function of time. In 

case of constant administrative pressure the problem of Cauchy‘s for sys-

tem of the nonlinear differential equations of the first order is solved ana-

lytically exactly. Depending on various correlations between model pa-

rameters (the factor of degree of freedom, force of administrative pres-

sure) and initial conditions are received five various cases:  

 without dependence from starting conditions the quantity of free 

people aspires to certain equilibrium value which is more than 

half of their total quantity (weak pressure);  
 despite constant administrative pressure and various starting con-

ditions in society the equal quantity of ruled and non-ruled people 

will be established (insufficient pressure);  
 the quantity of free people which was initially more quantities 

ruled, aspires to equilibrium value which is less than half of their 

total quantity (strong, but the limited pressure upon free people);   
 the quantity of free people which was initially less or equally 

quantities ruled, aspires to zero (strong pressure, a complete con-

trol case);   
 the quantity of free people which was initially more quantities 

ruled, aspires to zero (the strongest pressure upon free people, 

model of full submission).   
 The offered mathematical model except theoretical interest has also 

the important practical meaning as both sides (administration, free people) 

can use results of mathematical model in conformity of the purposes.  
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Jurnalis Tematika 

 
Jurnali aqveynebs masalebs, romlebic Seicavs mecnie-

ruli kvlevis axal Sedegebs Semdeg Teoriul da gamoyene-
biT dargebSi: 

 

 maTematikuri analizi 

 algebra, logika da ricxvTa Teoria 

 geometria, topologia 

 Cveulebrivi diferencialuri gantolebebi, marTvis 

 Teoria da dinamikuri sistemebi 

 kerZowarmoebuliani diferencialuri gantolebebi 

 maTematikuri fizika 

 albaTobis Teoria da maTematikuri statistika 

 uwyvet garemoTa meqanika 

 maTematikuri modelireba 

 ricxviTi meTodebi 

 maTematikuri ganaTleba da maTematikis istoria 

 daprogrameba 

 monacemTa da codnis bazebis marTvis sistemebi 

 informaciuli usafrTxoeba da kriptografiaM 

 informaciuli teqnologiebi teqnikur da 

 socialur-ekonomikur sistemebSi 

 xelovnuri inteleqtiMO 
masalebi miiReba qarTul da inglisur enebze. masalebi 

qveyndeba originalis enaze. 
gamosaqveyneblad miRebuli yvela masala recenzirdeba 

da dadebiTi recenziis SemTxvevaSi gamoqveyndeba beWvdiTi 
saxiT JurnalSi da ganTavsdeba internetSi.  
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soxumis saxelmwifo universitetis Sromebi 

maTematikisa da kompiuterul mecnierebaTa seria 

 

samaxsovro avtorebisaTvis: 
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