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## ELIZBAR NADARAYA, PETRE BABILUA, GRIGOL SOKHADZE

## THE ESTIMATION OF A DISTRIBUTION FUNCTION BY AN INDIRECT SAMPLE


#### Abstract

The problem of estimation of a distribution function isconsidered when the observer has an access only to some indicator random values. Some basic asymptotic properties of the constructed estimates are studied. In this paper, the limit theorems are proved for continuous functionals related to the estimate of $\hat{F}_{n}(x)$ in the space $C[a, 1-a]$.

2010 Mathematical Subject Classification: 60F05, 62G05, 62G10, 62G20.
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## 1. Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ be a s ample of independent observations of a random non-negative value $X$ with a distribution function $F(x)$. In problems of the theory of censored observations, sample values are pairs $Y_{i}=\left(X_{i} \wedge t_{i}\right)$ and $Z_{i}=I\left(Y_{i}=X_{i}\right), i=\overline{1, n}$, where $t_{i}$ are given numbers ( $t_{i} \neq t_{j}$ for $i \neq j$ ) or sample values independent of $X_{i}, i=\overline{1, n}$. Throughout the paper, $I(A)$ denotes the indicator of the set $A$.

Our present study deals with a somewhat different case: an observer has an access only to the values of random variables $\xi_{i}=I\left(X_{i}<t_{i}\right)$, with $t_{i}=c_{F} \frac{2 i-1}{2 n}, i=\overline{1, n}, c_{F}=\inf \{x \geq 0: F(x)=1\}<\infty$.

The problem consists in estimating the distribution function $F(x)$ by means of a sample $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$. Such a problem arises for example from a region of corrosion investigations, see [1] where an experiment related to corrosion is described.

As an estimate for $F(x)$ we consider an expression of the form

$$
\begin{gather*}
\hat{F}_{n}(x)= \begin{cases}0, & x \leq 0 \\
F_{1 n}(x) \cdot F_{2 n}^{-1}(x), & 0<x<c_{F} \\
1, & x \geq c_{F}\end{cases}  \tag{1}\\
\quad F_{1 n}(x)=\frac{1}{n h} \sum_{j=1}^{n} K\left(\frac{x-t_{j}}{h}\right) \xi_{j} \\
\quad F_{2 n}(x)=\frac{1}{n h} \sum_{j=1}^{n} K\left(\frac{x-t_{j}}{h}\right)
\end{gather*}
$$

where $K(x)$ is some weight function (kernel), $\{h=h(n)\}$ is a sequence of positive numbers converging to zero.

## 2. Conditions of asymptotic unbiasedness and consistency

In this subsection we give the conditions of asymptotic unbiasedness and consistency and the theorems on a limiting distribution $\hat{F}_{n}(x)$.

## Lemma 1. Assume that

$1^{0} . K(x)$ is some distribution density of bounded variation and $K(x)=K(-x), x \in R=(-\infty, \infty)$. If $n h \rightarrow \infty$, then

$$
\begin{equation*}
\frac{1}{n h} \sum_{j=1}^{n} K^{m_{1}-1}\left(\frac{x-t_{j}}{h}\right) F^{m_{2}-1}\left(t_{j}\right)=\frac{1}{c_{F} h} \int_{0}^{c_{F}} K^{m_{1}-1}\left(\frac{x-u}{h}\right) F^{m_{2}-1}(u) d u+O\left(\frac{1}{n h}\right), \tag{2}
\end{equation*}
$$

uniformly with respect to $x \in\left[0, c_{F}\right] ; m_{1}, m_{2}$ are natural numbers.
Proof. Let $P(x)$ be a uniform distribution function on $\left[0, c_{F}\right]$, and $P_{n}(x)$ be an empirical distribution function of "the sample" $t_{1}, t_{2}, \ldots, t_{n}$, i.e., $P_{n}(x)=n^{-1} \sum_{j=1}^{n} I\left(t_{j}<x\right)$. It is obvious that

$$
\begin{equation*}
\sup _{0 \leq x \leq c_{F}}\left|P_{n}(x)-P(x)\right|=\sup _{0 \leq x \leq c_{F}}\left|\frac{1}{n}\left[n \frac{x}{c_{F}}+\frac{1}{2}\right]-\frac{x}{c_{F}}\right| \leq \frac{1}{2 n} . \tag{3}
\end{equation*}
$$

We have

$$
\begin{align*}
& \frac{1}{n h} \sum_{i=1}^{n} K^{m_{1}-1}\left(\frac{x-t_{i}}{h}\right) F^{m_{2}-1}\left(t_{i}\right)-\frac{1}{c_{F} h} \int_{0}^{c_{F}} K^{m_{1}-1}\left(\frac{x-u}{h}\right) F^{m_{2}-1}(u) d u= \\
& =\frac{1}{h} \int_{0}^{c_{F}} K^{m_{1}-1}\left(\frac{x-u}{h}\right) F^{m_{2}-1}(u) d\left(P_{n}(u)-P(u)\right) \tag{4}
\end{align*}
$$

Applying the integration by parts formula to the integral in the right-hand part of (4) and taking (3) into account, we obtain (2).

Below it is assumed without loss of generality that the interval $\left[0, c_{F}\right]=[0,1]$.

Theorem 1. Let $F(x)$ be continuous and the conditions of the lemma be fulfilled. Then the estimate (1) is asymptotically unbiased and consistent at all points $x \in[0,1]$. Moreover, $\hat{F}_{n}(x)$ has an asymptotically normal distribution, i.e.,

$$
\begin{gathered}
\sqrt{n h}\left(\hat{F}_{n}(x)-E \hat{F}_{n}(x)\right) \sigma^{-1}(x) \xrightarrow{d} N(0,1), \\
\sigma^{2}(x)=F(x)(1-F(x)) \int K^{2}(u) d u,
\end{gathered}
$$

where $d$ denotes convergence in distribution, and $N(0,1)$ a random value having a normal distribution with mean 0 and variance 1 .

Proof. By Lemma 1 we have

$$
\begin{gather*}
E F_{1 n}(x)=\int_{\frac{x-1}{h}}^{\frac{x}{h}} K(t) F(x+h t) d t+O\left(\frac{1}{n h}\right),  \tag{5}\\
F_{2 n}(x)=\frac{1}{h} \int_{0}^{1} K\left(\frac{x-u}{h}\right) d u+O\left(\frac{1}{n h}\right),
\end{gather*}
$$

and for $n \rightarrow \infty$

$$
\begin{aligned}
\frac{1}{h} \int_{0}^{1} K\left(\frac{x-u}{h}\right) d u \rightarrow F_{2}(x) & = \begin{cases}1, & x \in(0,1), \\
\frac{1}{2}, & x=0, x=1,\end{cases} \\
\int_{\frac{x-1}{h}}^{\frac{x}{h}} K(t) F(x+t h) d t & \rightarrow F(x) F_{2}(x)
\end{aligned}
$$

Hence it follows that $E \hat{F}_{n}(x) \rightarrow F(x), x \in[0,1]$ as $n \rightarrow \infty$.
Analogously, it is not difficult to show that
$\operatorname{Var} \hat{F}_{n}(x)=\left[\frac{1}{n h^{2}} \int_{0}^{1} K^{2}\left(\frac{x-u}{h}\right) F(u)(1-F(u)) d u+O\left(\frac{1}{(n h)^{2}}\right)\right] F_{2 n}^{-2}(x)$.
Hence we readily derive

$$
\begin{equation*}
n h \operatorname{Var} \hat{F}_{n}(x) \sim \sigma^{2}(x)=F(x)(1-F(x)) \int K^{2}(u) d u \tag{6}
\end{equation*}
$$

for $x \in[0,1]$.
Thus $\hat{F}_{n}(x)$ is a consistent estimate for $F(x), x \in[0,1]$, and therefore

$$
P\left\{\hat{F}_{n}\left(x_{1}\right) \leq \hat{F}_{n}\left(x_{2}\right)\right\} \rightarrow 1 \text { as } n \rightarrow \infty, x_{1}<x_{2}, x_{1}, x_{2} \in[0,1]
$$

Let us now establish that $\hat{F}_{n}(x)$ has an asymptotically normal distribution. Since, by virtue of (5), $F_{2 n}(x) \rightarrow F_{2}(x)$, it remains for us to verify the condition of the Liapunov central limit theorem for $F_{1 n}(x)$.

Let us denote

$$
\eta_{i}=\eta_{i}(x)=(n h)^{-1} K\left(\frac{x-t_{i}}{h}\right) \xi_{i}
$$

and show that

$$
\begin{equation*}
L_{n}=\sum_{j=1}^{n} E\left|\eta_{j}-E \eta_{j}\right|^{2+\delta}\left(\operatorname{Var} F_{1 n}(x)\right)^{-1-\frac{\delta}{2}} \rightarrow 0, \delta>0 \tag{7}
\end{equation*}
$$

We have

$$
\sum_{j=1}^{n} E\left|\eta_{j}-E \eta_{j}\right|^{2+\delta} \leq 2 M^{1+\delta}(n h)^{-(2+\delta)} \sum_{j=1}^{n} K\left(\frac{x-t_{j}}{h}\right) F\left(t_{j}\right), \quad M=\max _{x \in R} K(x) .
$$

Hence, taking (2) into account, we find

$$
\begin{equation*}
\sum_{j=1}^{n} E\left|\eta_{j}-E \eta_{j}\right|^{2+\delta} \leq c_{1}(n h)^{-(1+\delta)} \tag{8}
\end{equation*}
$$

Using the relation (6) and the inequality (8), we establish that $L_{n}=O\left((n h)^{-\frac{\delta}{2}}\right)$, i.e., (7) holds.

## 3. Uniform consistency

In this subsection we define the conditions, under which the estimate $\hat{F}_{n}(x)$ uniformly converges in probability (a.s.) to true $F(x)$.

Let us introduce the Fourier transform of the function $K(x)$

$$
\varphi(t)=\int e^{i x x} K(x) d x
$$

and assume that
$2^{0} . \varphi(t)$ is absolutely integrable. Following E. Parzen [2], $F_{1 n}(x)$ can be represented as

$$
F_{1 n}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i u \frac{x}{h}} \varphi(u) \frac{1}{n h} \sum_{j=1}^{n} \xi_{j} e^{i u \frac{t_{j}}{h}} d u .
$$

Thus

$$
F_{1 n}(x)-E F_{1 n}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i u \frac{x}{h}} \varphi(u) \frac{1}{n h} \sum_{j=1}^{n}\left(\xi_{j}-F\left(t_{j}\right)\right) e^{i u \frac{t_{j}}{h}} d u .
$$

Denote

$$
d_{n}=\sup _{x \in \Omega_{n}}\left|\hat{F}_{n}(x)-E \hat{F}_{n}(x)\right|, \quad \Omega_{n}=\left[h^{\alpha}, 1-h^{\alpha}\right], \quad 0<\alpha<1 .
$$

Theorem 2. Let $K(x)$ satisfy conditions $1^{0}$ and $2^{0}$.
(a) Let $F(x)$ be continuous and $n^{\frac{1}{2}} h_{n} \rightarrow \infty$, then

$$
D_{n}=\sup _{x \in \Omega_{n}}\left|\hat{F}_{n}(x)-F(x)\right| \xrightarrow{P} 0 ;
$$

(b) If $\sum_{n=1}^{\infty} n^{-\frac{p}{2}} h^{-p}<\infty, p>2$, then $D_{n} \rightarrow 0$ a.s.

Proof. We have

$$
\begin{equation*}
\sup _{x \in \Omega_{n}}\left(1-\frac{1}{h} \int_{0}^{1} K\left(\frac{x-u}{h}\right) d u\right) \leq \int_{-\infty}^{-h^{\alpha-1}} K(u) d u+\int_{h^{\alpha-1}}^{\infty} K(u) d u \rightarrow 0 \tag{9}
\end{equation*}
$$

This and (5) imply that

$$
\begin{equation*}
\sup _{x \in \Omega_{n}}\left|F_{2 n}(x)-1\right| \rightarrow 0 \tag{10}
\end{equation*}
$$

i.e., due to the uniform convergence for any $\varepsilon_{0}>0,0<\varepsilon_{0}<1$, and sufficiently large $n \geq n_{0}$, we have $F_{2 n}(x) \geq 1-\varepsilon_{0}$ uniformly with respect to $x \in \Omega_{n}$. Therefore

$$
\begin{aligned}
d_{n} & \leq\left(1-\varepsilon_{0}\right)^{-1} \sup _{x \in \Omega_{n}}\left|F_{1 n}(x)-E F_{1 n}(x)\right| \leq \\
& \leq\left(1-\varepsilon_{0}\right)^{-1} \frac{1}{2 \pi} \int|\varphi(u)| \frac{1}{n h}\left|\sum_{j=1}^{n} \bar{\eta}_{j} e^{i u \frac{t_{j}}{h}}\right| d u, \quad \bar{\eta}_{j}=\xi_{i}-F\left(t_{j}\right) .
\end{aligned}
$$

Hence, by Hölder's inequality, we obtain
$d_{n}^{p} \leq\left.\left(1-\varepsilon_{0}\right)^{-p} \frac{1}{(2 \pi)^{p}} \int|\varphi(u)| \sum_{j=1}^{n} \bar{\eta}_{j} e^{i u^{\frac{t_{j}}{h}}}\right|^{p} d u\left(\int \mid \varphi(u) d u\right)^{\frac{p}{q}}, \quad \frac{1}{p}+\frac{1}{q}=1, \quad p>2$
Thus

$$
\begin{equation*}
E d_{n}^{p} \leq\left. c(\varepsilon, p, \varphi) \frac{1}{(n h)^{p}} \int|\varphi(u)| E \sum_{j, k} \cos \left(\left(\frac{t_{j}-t_{k}}{h}\right) u\right) \bar{\eta}_{j} \bar{\eta}_{k}\right|^{\frac{p}{2}} d u, \tag{11}
\end{equation*}
$$

where

$$
c(\varepsilon, p, \varphi)=\left(1-\varepsilon_{0}\right)^{-p} \frac{1}{(2 \pi)^{p}}\left(\int|\varphi(u)| d u\right)^{\frac{p}{q}} .
$$

Denote

$$
A(u)=\sum_{j, k} \cos \left(\left(\frac{t_{j}-t_{k}}{h}\right) u\right) \bar{\eta}_{j} \bar{\eta}_{k} .
$$

Then by (11) we write

$$
\begin{equation*}
E d_{n}^{p} \leq 2^{\frac{p}{2}-1} c\left(\varepsilon_{0}, p, \varphi\right) \frac{1}{(n h)^{p}}\left[\left.\int|\varphi(u)| E A(u)^{\frac{p}{2}} d u+\int|\varphi(u)| E \right\rvert\, A(u)-E A(u)^{\frac{p}{2}} d u\right] . \tag{12}
\end{equation*}
$$

Using Whittle's inequality [3] for moments of quadratic form, we obtain

$$
E \mid A(u)-E A(u))^{\frac{p}{2}} \leq 2^{\frac{3}{2} p} c\left(\frac{p}{2}\right)[c(p)]^{\frac{1}{2}}\left(\sum_{i, j} \cos ^{2}\left(\left(\frac{t_{j}-t_{k}}{h}\right) u\right) \gamma_{j}^{2}(p) \gamma_{k}^{2}(p)\right)^{\frac{p}{4}},
$$

where

$$
\gamma_{k}(p)=\left(E\left|\bar{\eta}_{k}\right|^{p}\right)^{\frac{1}{p}} \leq 1, \quad c(s)=\frac{2^{\frac{p}{2}}}{\sqrt{\pi}} \Gamma\left(\frac{p+1}{2}\right) .
$$

Hence it follows that

$$
\begin{equation*}
E \left\lvert\, A(u)-E A(u)^{\frac{p}{2}}=O\left(n^{\frac{p}{2}}\right)\right. \tag{13}
\end{equation*}
$$

uniformly with respect to $u \in(-\infty, \infty)$. It is also clear that

$$
\begin{equation*}
|E A(u)|^{\frac{p}{2}}=O\left(n^{\frac{p}{2}}\right) \tag{14}
\end{equation*}
$$

uniformly with respect to $u \in(-\infty, \infty)$.
Having combined the relations (12), (13) and (14), we obtain

$$
E d_{n}^{p}=O\left(\frac{1}{(\sqrt{n} h)^{p}}\right), \quad p>2
$$

Therefore

$$
\begin{equation*}
P\left\{\sup _{x \in \Omega_{n}}\left|\hat{F}_{n}(x)-E \hat{F}_{n}(x)\right| \geq \varepsilon\right\} \leq \frac{c_{3}}{\varepsilon^{p}(\sqrt{n} h)^{p}} . \tag{15}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\sup _{x \in \Omega_{n}}\left|E \hat{F}_{n}(x)-F(x)\right| \leq \frac{1}{1-\varepsilon_{0}}\left(\sup _{x \in \Omega_{n}}\left|E F_{1 n}(x)-F(x)\right|+\sup _{x \in \Omega_{n}}\left|1-F_{2 n}(x)\right|\right) . \tag{16}
\end{equation*}
$$

By virtue of (10), the second summand in the right-hand part of (16) tends to 0 , whereas the first summand is estimated as follows:

$$
\begin{gather*}
\sup _{x \in \Omega_{n}}\left|E F_{1 n}(x)-F(x)\right| \leq S_{1 n}+S_{2 n}+O\left(\frac{1}{n h}\right)  \tag{17}\\
S_{1 n}=\sup _{0 \leq x \leq 1}\left|\frac{1}{h} \int_{0}^{1}(F(y)-F(x)) K\left(\frac{x-y}{h}\right) d y\right| \\
S_{2 n}=\sup _{x \in \Omega_{n}}\left(1-\frac{1}{h} \int_{0}^{1} K\left(\frac{x-y}{h}\right) d y\right)
\end{gather*}
$$

and, by virtue of (9),

$$
\begin{equation*}
S_{2 n} \rightarrow 0 \text { as } n \rightarrow \infty . \tag{18}
\end{equation*}
$$

Let us now consider $S_{1 n}$. Note that

$$
\begin{align*}
& S_{1 n}
\end{align*} \sup _{0 \leq x \leq 1}\left|\int_{0}^{1}\right| F(y)-F(x)\left|\frac{1}{h} K\left(\frac{x-y}{h}\right) d y\right|=
$$

Assume that $\delta>0$ and divide the integration domain in (19) into two domains $|u| \leq \delta$ and $|u|>\delta$. Then

$$
\begin{gather*}
S_{1 n} \leq \sup _{0 \leq x \leq 1} \int_{|u| \leq \delta}|F(x-u)-F(x)| \frac{1}{h} K\left(\frac{u}{h}\right) d u+ \\
+\sup _{0 \leq x \leq 1} \int_{|u|>\delta}|F(x-u)-F(x)| \frac{1}{h} K\left(\frac{u}{h}\right) d u \leq \\
\leq \sup _{x \in R} \sup _{|u| \leq \delta}|F(x-u)-F(x)|+2 \int_{|u| \geq \frac{\delta}{h}} K(u) d u . \tag{20}
\end{gather*}
$$

By a choice of $\delta>0$ the first summand in the right-hand part of (20) can be made arbitrarily small. Choosing $\delta>0$ and letting $n \rightarrow \infty$, we find that the second summand tends to zero. Therefore

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S_{1 n}=0 . \tag{21}
\end{equation*}
$$

Finally, from the relations (15)-(18) and (21) the proof of the theorem follows.

## Remark 1.

(1) If $K(x)=0,|x| \geq 1$ and $\alpha=1$, i.e., $\Omega_{n}=[h, 1-h]$, then $S_{2 n}=0$.
(2) In the conditions of Theorem 2

$$
\sup _{x \in[a, b]}\left|\hat{F}_{n}(x)-F(x)\right| \rightarrow 0
$$

in probability (a.s.) for any fixed interval $[a, b] \subset[0,1]$ since there may exist $n_{0}$ such that $[a, b] \subset \Omega_{n}, n \geq n_{0}$.

Assume that $h=n^{-\gamma}, \gamma>0$. The conditions of Theorem 2 are fulfilled:

$$
n^{\frac{1}{2}} h_{n} \rightarrow \infty \text { if } 0<\gamma<\frac{1}{2}
$$

and

$$
\sum_{n=1}^{\infty} n^{-\frac{p}{2}} h_{n}^{-p}<\infty \text { if } 0<\gamma<\frac{p-2}{2 p}, p>2 .
$$

## 4. Estimation of moments

In considering the problem, there naturally arises a question of estimation of the integral functionals of $F(x)$, for example, moments $\mu_{m}$, $m \geq 1$ :

$$
\mu_{m}=m \int_{0}^{1} t^{m-1}(1-F(t)) d t
$$

As estimates for $\mu_{m}$ we consider the statistics

$$
\hat{\mu}_{n m}=1-\frac{m}{n} \sum_{j=1}^{n} \xi_{j} \frac{1}{h} \int_{h}^{1-h} t^{m-1} K\left(\frac{t-t_{j}}{h}\right) F_{2 n}^{-1}(t) d t
$$

Theorem 3. Let $K(x)$ satisfy condition $1^{0}$ and, in addition to this, $K(x)=0$ outside the interval $[-1,1]$. If $n h \rightarrow \infty$ as $n \rightarrow \infty$, then $\hat{\mu}_{n k}$ is an asymptotically unbiased, consistent estimate for $\mu_{m}$ and moreover

$$
\frac{\sqrt{n}\left(\hat{\mu}_{n m}-E \hat{\mu}_{n m}\right)}{\sigma} \xrightarrow{d} N(0,1), \quad \sigma^{2}=m^{2} \int_{0}^{1} t^{2 m-2} F(t)(1-F(t)) d t .
$$

Proof. Since $K(x)$ has $[-1,1]$ as a support, we establish from (5) that

$$
F_{2 n}(n)=1+O\left(\frac{1}{n h}\right)
$$

uniformly with respect to $x \in[h, 1-h]$.
Hence, by Lemma 1 we have

$$
\begin{align*}
& E \hat{\mu}_{n m}=1-\frac{m}{n} \sum_{j=1}^{n} F\left(t_{j}\right) \frac{1}{h} \int_{h}^{1-h} t^{m-1} K\left(\frac{t-t_{j}}{h}\right) F_{2 n}^{-1}(t) d t= \\
&=1-m \int_{h}^{1-h}\left[\frac{1}{h} \int_{0}^{1} K\left(\frac{t-u}{h}\right) F(u) d u\right] t^{m-1} d t+O\left(\frac{1}{n h}\right)= \\
&=1-m \int_{h}^{1-h}\left(\int_{-1}^{1} K(v) F(t+v h) d v\right) t^{m-1} d t+O\left(\frac{1}{n h}\right)= \\
&=1-m \int_{0}^{1} t^{m-1}\left[\int_{-1}^{1} K(v) F(t+v h) d v\right] d t+O(h)+O\left(\frac{1}{n h}\right) .
\end{align*}
$$

By the Lebesgue theorem on majorized convergence, from (22) we establish that

$$
\begin{equation*}
E \hat{\mu}_{n m} \rightarrow 1-m \int_{0}^{1} F(t) t^{m-1} d t=m \int_{0}^{1} t^{m-1}(1-F(t)) d t=\mu_{m}, \quad m \geq 1 . \tag{23}
\end{equation*}
$$

Therefore $\hat{\mu}_{n m}$ is an asymptotically unbiased estimate for $\mu_{m}$.
Further, analogously to (22), it can be shown that
$\operatorname{Var} \hat{\mu}_{n m}=\frac{m^{2}}{n} \int_{0}^{1} F(t)(1-F(t)) t^{2 m-2}\left[\mathrm{~K}\left(\frac{1-t}{h}-1\right)-\mathrm{K}\left(1-\frac{t}{h}\right)\right]^{2} d t+O\left(\frac{h}{n}\right)+O\left(\frac{1}{(n h)^{2}}\right)$
where

$$
\mathrm{K}(v)=\int_{-\infty}^{v} K(u) d u .
$$

By the same Lebesgue theorem we see that

$$
\begin{equation*}
n \operatorname{Var} \hat{\mu}_{n m} \sim \sigma^{2}=m^{2} \int_{0}^{1} t^{2 m-2} F(t)(1-F(t)) d t . \tag{24}
\end{equation*}
$$

Therefore (23) and (24) imply that $\hat{\mu}_{n m} \xrightarrow{P} \mu_{m}$.
To complete the proof of the theorem it remains to show that the statistics $\sqrt{n}\left(\hat{\mu}_{n m}-E \hat{\mu}_{n m}\right)$ have an asymptotically normal distribution
with mean 0 and dispersion 1 . For this it suffices to show that the Liapunov fraction $L_{n} \rightarrow 0$. Indeed,

$$
\begin{aligned}
L_{n} & =\left.n^{-(2+\delta)} m^{2+\delta} \sum_{j=1}^{n} E\left|\xi_{j}-F\left(t_{j}\right)^{2+\delta}\right| \frac{1}{h} \int_{h}^{1-h} t^{m-1} K\left(\frac{t-t_{j}}{h}\right) F_{2 n}^{-1} d t\right|^{2+\delta}\left(\operatorname{Var} \hat{\mu}_{n m}\right)^{-\left(1+\frac{\delta}{2}\right) \leq} \\
& \leq c_{6} n^{-(2+\delta)} \sum_{j=1}^{n} E \left\lvert\, \xi_{j}-F\left(t_{j}\right)^{2+\delta}\left(\operatorname{Var} \hat{\mu}_{n m}\right)^{-\left(1+\frac{\delta}{2}\right) \leq}\right. \\
& \leq c_{7} n^{-1-\delta}\left(\operatorname{Var} \hat{\mu}_{n m}\right)^{-1-\frac{\delta}{2}}=O\left(n^{-\frac{\delta}{2}}\right) .
\end{aligned}
$$

The theorem is proved.

## 5. Limit theorems of functionals related to the estimate $\hat{F}_{n}(x)$.

In this subsection the kernel $K(x) \geq 0$ is chosen so that it would be a function of finite variation and satisfy the conditions

$$
K(-u)=K(u), \quad \int K(u) d u=1, \quad K(u)=0 \text { for }|u| \geq 1 .
$$

Theorem 4. Let $g(x) \geq 0, x \in[a, 1-a], 0<a<\frac{1}{2}$, be a measurable and bounded function.

$$
\begin{align*}
& \text { (a) If } F(a)>0 \text { and } n h^{2} \rightarrow \infty \text { as } n \rightarrow \infty \text {, then } \\
& \bar{T}_{n}=\sqrt{n} \int_{a}^{1-a} g_{1}(x)\left[\hat{F}_{n}(x)-E \hat{F}_{n}(x)\right] d x \xrightarrow{d} N\left(0, \sigma^{2}\right), \tag{25}
\end{align*}
$$

where

$$
g_{1}(x)=g(x) \psi(F(x)), \quad \psi(t)=\frac{1}{\sqrt{t(1-t)}}
$$

(b) If $F(a)>0, n h^{2} \rightarrow \infty$, $n h^{4} \rightarrow 0$ as $n \rightarrow \infty$ and $F(x)$ has bounded derivatives up to second order, then as $n \rightarrow \infty$

$$
\begin{aligned}
T_{n} & =\sqrt{n} \int_{a}^{1-a} g_{1}(x)\left[\hat{F}_{n}(x)-F(x)\right] d x \xrightarrow{d} N\left(0, \sigma^{2}\right), \\
\sigma^{2} & =\int_{a}^{1-a} g^{2}(u) d u
\end{aligned}
$$

Remark 2. We have introduced $a>0$ in (25) in order to avoid the boundary effect of the estimate $\hat{F}_{n}(x)$ since near the interval boundary the estimate $\hat{F}_{n}(x)$ being a kernel type estimate behaves worse in the sense of order of bias tendency to zero than on any inner interval $[a, 1-a] \subset[0,1], 0<a<\frac{1}{2}$.

Proof of Theorem 4. We have

$$
\bar{T}_{n}=\frac{1}{\sqrt{n}} \sum_{j=1}^{n}\left(\xi_{j}-F\left(t_{j}\right)\right) \frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t_{j}}{h}\right) g_{2 n}(u) d u,
$$

where

$$
g_{2 n}(u)=g_{1}(u) F_{2 n}^{-1}(u) .
$$

Hence

$$
\begin{equation*}
\sigma_{n}^{2}=\operatorname{Var} \bar{T}_{n}=\frac{1}{n} \sum_{j=1}^{n} \psi^{-2}\left(F\left(t_{j}\right)\right)\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t_{j}}{h}\right) g_{2 n}(u) d u\right)^{2} . \tag{26}
\end{equation*}
$$

Since $K(u)$ has $[-1,1]$ as a support and $0<a \leq u \leq 1-a$, it can be easily verified that

$$
F_{2 n}(u)=1+O\left(\frac{1}{n h}\right) \quad \text { and } \quad g_{2 n}(u)=g_{1}(u)+O\left(\frac{1}{n h}\right)
$$

uniformly on $u \in[a, 1-a]$. Therefore from (26) we have

$$
\sigma_{n}^{2}=\frac{1}{n} \sum_{j=1}^{n} \psi^{-2}\left(F\left(t_{j}\right)\right)\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t_{j}}{h}\right) g_{1}(u) d u\right)^{2}+O\left(\frac{1}{n h}\right) .
$$

By virtue of Lemma 1, we can easily show that

$$
\begin{aligned}
\frac{1}{n} \sum_{j=1}^{n} \psi^{-2}\left(F\left(t_{j}\right)\right)\left(\frac{1}{h}\right. & \left.\int_{a}^{1-a} K\left(\frac{u-t_{j}}{h}\right) g_{1}(u) d u\right)^{2}= \\
& =\int_{0}^{1} \psi^{-2}(F(t)) d t\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{1}(u) d u\right)^{2}+O\left(\frac{1}{n h^{2}}\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \sigma_{n}^{2}=\int_{a}^{1-a} \psi^{-2}(F(t)) d t\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{1}(u) d u\right)^{2}+\varepsilon_{n}^{(1)}+\varepsilon_{n}^{(2)}+O\left(\frac{1}{n h^{2}}\right)  \tag{27}\\
& \varepsilon_{n}^{(1)}=\int_{0}^{a} \psi^{-2}(F(t)) d t\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{1}(u) d u\right)^{2} \\
& \varepsilon_{n}^{(2)}=\int_{1-a}^{1} \psi^{-2}(F(t)) d t\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{1}(u) d u\right)^{2}
\end{align*}
$$

Since by $F(u)(1-F(u)) \leq \frac{1}{4}, g(u) \leq c_{8}$ and

$$
\psi(F(u)) \leq \frac{1}{F(a)(1-F(1-a))}, a \leq u \leq 1-a
$$

it follows that $g_{1}(u) \leq c_{9}$, we have

$$
\begin{equation*}
\varepsilon_{n}^{(1)} \leq c_{10} \int_{0}^{a} d t\left(\int_{\frac{a-t}{h}}^{\frac{1-a-t}{h}} K(u) d u\right)^{2} \tag{28}
\end{equation*}
$$

where $a-t \geq 0$ and $1-a-t \geq 0$. The first inequality is obvious, whereas the second one follows from the inequalities $0 \leq t \leq a$ and $0<a<\frac{1}{2}$.

Therefore

$$
\lim _{n \rightarrow \infty} \int_{\frac{a-t}{h}}^{\frac{1-a-t}{h}} K(u) d u= \begin{cases}0, & 0 \leq t<a \\ \frac{1}{2}, & t=a\end{cases}
$$

By the Lebesgue theorem on bounded convergence, from the latter expression and (28) we obtain

$$
\begin{equation*}
\varepsilon_{n}^{(1)} \rightarrow 0 \text { as } n \rightarrow \infty \tag{29}
\end{equation*}
$$

Analogously,

$$
\begin{equation*}
\varepsilon_{n}^{(1)} \rightarrow 0 \text { as } n \rightarrow \infty . \tag{30}
\end{equation*}
$$

Now let us establish that

$$
\int_{a}^{1-a} \psi^{-2}(F(t)) d t\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{1}(u) d u\right)^{2} \rightarrow \sigma^{2}=\int_{a}^{1-a} g^{2}(u) d u \text { as } n \rightarrow \infty
$$

We have

$$
\begin{align*}
& \left\lvert\, \begin{array}{l}
\left|\int_{a}^{1-a} \psi^{-2}(F(t)) d t\left(\frac{1}{h} \int_{a}^{1-a} g_{1}(u) K\left(\frac{u-t}{h}\right) d u\right)^{2}-\int_{a}^{1-a} \psi^{-2}(F(t)) g_{1}^{2}(t) d t\right| \leq \\
\leq c_{11} \int_{a}^{1-a} \psi^{-2}(F(t)) d t\left[\left|\frac{1}{h} \int_{a}^{1-a} g_{1}(u) K\left(\frac{u-t}{h}\right) d u-g_{1}(t)\right|\right] \leq \\
\quad \leq c_{12} \int_{a}^{1-a} d t\left[\left|\frac{1}{h} \int_{a}^{1-a} g_{1}(u) K\left(\frac{u-t}{h}\right) d u-g_{1}(t) \int_{a}^{1-a} \frac{1}{h} K\left(\frac{u-t}{h}\right) d u\right|\right]+ \\
\quad+c_{13} \int_{a}^{1-a}\left|\int_{a}^{1-a} \frac{1}{h} K\left(\frac{u-t}{h}\right) d u-1\right| d t=A_{1 n}+A_{2 n} .
\end{array}\right., l
\end{align*}
$$

Since

$$
\int_{a}^{1-a} \frac{1}{h} K\left(\frac{u-t}{h}\right) d u \rightarrow 1
$$

for all $t \in(a, 1-a)$, we have

$$
\begin{equation*}
A_{2 n} \rightarrow 0 \text { as } n \rightarrow \infty . \tag{32}
\end{equation*}
$$

Further, we continue the function $g_{1}(u)$ so that that outside $[a, 1-a]$ it has zero values and denote the continued function by $\bar{g}_{1}(u)$. Then

$$
\begin{align*}
& A_{1 n} \leq c_{14}\left|\int_{0}^{1}\left(\int_{-\infty}^{\infty} \mid \bar{g}_{1}(x+y)-\bar{g}_{1}(y) d y\right) \frac{1}{h} K\left(\frac{x}{h}\right) d x\right| \leq \\
& \leq c_{15}\left|\int_{-1}^{1}\left(\int_{-\infty}^{\infty}\left|\bar{g}_{1}(y+u h)-\bar{g}_{1}(y)\right| d y\right) K(u) d u\right|= \\
&=c_{15} \int_{-1}^{1} \omega(u h) K(u) d u \rightarrow 0 \text { as } n \rightarrow \infty, \tag{33}
\end{align*}
$$

where

$$
\omega(y)=\int_{-\infty}^{\infty}\left|\bar{g}_{1}(y+x)-\bar{g}_{1}(x)\right| d x .
$$

The (33) holds by virtue of the Lebesgue theorem on majorized convergence and the fact that $\omega(u h) \leq 2\left\|\bar{g}_{1}\right\|_{L_{1}(-\infty, \infty)}$ and $\omega(u h) \rightarrow 0$ as $n \rightarrow \infty$. Thereby, taking (27)-(33) into account, we have proved that

$$
\begin{equation*}
\sigma_{n}^{2} \rightarrow \sigma^{2}=\int_{a}^{1-a} g^{2}(u) d u . \tag{34}
\end{equation*}
$$

Now let us verify the fulfillment of the conditions of the central limit theorems for the sums

$$
\begin{aligned}
\bar{T}_{n} & =\frac{1}{\sqrt{n}} \sum_{j=1}^{n} a_{j n}\left(\xi_{j}-F\left(t_{j}\right)\right), \\
a_{j n} & =\int_{a}^{1-a} \frac{1}{h} K\left(\frac{x-t_{j}}{h}\right) g_{2 n}(x) d x .
\end{aligned}
$$

We have

$$
L_{n}=\frac{\left.n^{-\left(1+\frac{\delta}{2}\right)} \sum_{j=1}^{n} a_{j n}^{2+\delta} E \right\rvert\, \xi_{j}-F\left(t_{j}\right)^{2+\delta}}{\left(\sqrt{\operatorname{Var} \bar{T}_{n}}\right)^{2+\delta}}=O\left(n^{-\frac{\delta}{2}}\right)
$$

since $\quad a_{j n} \leq c_{16}, \quad E\left|\xi_{j}-F\left(t_{j}\right)\right|^{2+\delta} \leq 1 \quad$ for $\quad$ all $\quad 1 \leq j \leq n \quad$ and $\operatorname{Var} \bar{T}_{n} \rightarrow \sigma^{2}$.

Finally, the statement (b) of the theorem follows from (a) if we take into account that

$$
\begin{gather*}
\sqrt{n} \int_{a}^{1-a} g_{1}(x)\left[E \hat{F}_{n}(x)-F(x)\right] d x=\sqrt{n} \int_{a}^{1-a} g_{1}(x)\left[\int_{-1}^{1} K(u)(F(x-u h)-F(x)) d u\right] d x= \\
=O\left(\sqrt{n} h^{2}\right)+O\left(\frac{h}{n}\right) \tag{35}
\end{gather*}
$$

The theorem is proved.

## Lemma 2.

(1) In the conditions of the item (a) of Theorem 4,

$$
\begin{equation*}
E\left|\bar{T}_{n}\right|^{s} \leq c_{17}\left(\int_{a}^{1-a} g(u) d u\right)^{\frac{s}{2}}, \quad s>2 \tag{36}
\end{equation*}
$$

(2) In the conditions of the item (b) of Theorem 4,

$$
\begin{equation*}
E\left|T_{n}\right|^{s} \leq c_{18}\left(\int_{a}^{1-a} g(u) d u\right)^{\frac{s}{2}}, \quad s>2 \tag{37}
\end{equation*}
$$

Proof. $\bar{T}_{n}$ is the linear form of $\eta_{j}=\xi_{j}-F\left(t_{j}\right), E \eta_{j}=0,1 \leq j \leq n$. Hence to prove (36) we use Whittle's inequality [2].

It is obvious that $E\left|\eta_{j}\right|^{s} \leq 1, j=\overline{1, n}$. Therefore by Whittle's inequality

$$
E\left|\bar{T}_{n}\right|^{s} \leq c(s) 2^{s}\left[\frac{1}{h^{2}} \sum_{j=1}^{n}\left(\int_{a}^{1-a} K\left(\frac{u-t_{j}}{h}\right) g_{2 n}(u) d u\right)^{2}\right]^{\frac{s}{2}},
$$

where $g_{2 n}(u)=g_{1}(u) F_{2 n}^{-1}(u)$.
This, by virtue of Lemma 1, yields

$$
\begin{equation*}
E\left|\bar{T}_{n}\right|^{s} \leq c(s) 2^{s}\left[\int_{0}^{1}\left(\frac{1}{n} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{2 n}(u) d u\right)^{2} d t+O\left(\frac{1}{n h^{2}}\right)\left(\int_{a}^{1-a} g_{2 n}(u) d u\right)^{2}\right]^{\frac{s}{2}} . \tag{38}
\end{equation*}
$$

Further, since

$$
g_{2 n}(u) \leq g(u)\left[\frac{1}{F(a)(1-F(1-a))}\right]\left[1+O\left(\frac{1}{n h}\right)\right] \leq c_{19} g(u), \quad a \leq u \leq 1-a,
$$

from (38) it follows that

$$
\begin{aligned}
E\left|\bar{T}_{n}\right|^{s} \leq & c_{20}\left[\sup _{0 \leq \leq \leq 1}\left(\frac{1}{h} \int_{a}^{1-a} K\left(\frac{u-t}{h}\right) g_{2 n}(u) d u\right)_{0}^{1} d t \int_{a}^{1-a} \frac{1}{h} K\left(\frac{u-t}{h}\right) g_{2 n}(u) d u\right]^{\frac{s}{2}}+ \\
& +O\left(\frac{1}{n h^{2}}\right)^{\frac{s}{2}}\left(\int_{a}^{1-a} g_{2 n}(u) d u\right)^{\frac{s}{2}} \leq \\
\leq & c_{21}\left(\int_{a}^{1-a} g(u) d u\right)^{\frac{s}{2}}[1+o(1)] \leq c_{22}\left(\int_{a}^{1-a} g(u) d u\right)^{\frac{s}{2}}, \quad s>2 .
\end{aligned}
$$

Next we obtain

$$
\begin{aligned}
E\left|T_{n}\right|^{s} & \leq 2^{s-1}\left(E\left|\bar{T}_{n}\right|^{s}+\mid \sqrt{n} \int_{a}^{1-a} g_{1}(u)\left[E \hat{F}_{n}(u)-F(u)\right] d u\right)^{s} \leq \\
& \leq c_{23}\left(\int_{a}^{1-a} g(u) d u\right)^{\frac{s}{2}}+\left|O\left(\sqrt{n} h^{2}\right)_{a}^{1-a} g(u) d u\right|^{s} \leq \\
& \leq c_{24}\left(\int_{a}^{1-a} g(u) d u\right)^{\frac{s}{2}}
\end{aligned}
$$

The lemma is proved.
Let us introduce the following random processes:

$$
\begin{aligned}
& \bar{T}_{n}(t)=\sqrt{n} \int_{a}^{t}\left(\hat{F}_{n}(u)-E \hat{F}_{n}(u)\right) \psi(F(u)) d u, \\
& T_{n}(t)=\sqrt{n} \int_{a}^{t}\left(\hat{F}_{n}(u)-F(u)\right) \psi(F(u)) d u .
\end{aligned}
$$

## Theorem 5.

$1^{0}$. Let the conditions of the item (a) of Theorem 4 be fulfilled. Then for all continuous functionals $f(\cdot)$ on $C[a, 1-a]$, the distribution $f\left(\bar{T}_{n}(t)\right)$ converges to the distribution $f(W(t-a))$ where $W(t-a), a \leq t \leq 1-a$, is a Wiener process with $a$ correlation function $r(s, t)=\min (t-a, s-a)$, $W(t-a)=0, t=a$.
$2^{0}$. Let the conditions of the item (b) of Theorem 4 be fulfilled. Then for all continuous functionals $f(\cdot)$ on $C[a, 1-a]$, the distribution $f\left(T_{n}(t)\right)$ converges to the distribution $f(W(t-a))$.

Proof. First we will show that the finite-dimensional distributions of processes $\bar{T}_{n}(t)$ converge to the finite-dimensional distribution of a process $W(t-a), t \geq a$. Let us consider one moment of time $t_{1}$. We have to show that

$$
\begin{equation*}
\bar{T}_{n}\left(t_{1}\right) \xrightarrow{d} W\left(t_{1}-a\right) . \tag{39}
\end{equation*}
$$

To prove (39), it suffices to take $g(x)=I_{\left[a, t_{1}\right)}(x)$ in (25). Then, by virtue of Theorem 4,

$$
\bar{T}_{n}\left(t_{1}\right) \xrightarrow{d} N\left(0, \int_{a}^{1-a} I_{\left[a, t_{1}\right)}(x) d x\right)=N\left(0, t_{1}-a\right) .
$$

Let us now consider two moments of time $t_{1}, t_{2}, t_{1}<t_{2}$. We have to show that

$$
\begin{equation*}
\left(\bar{T}_{n}\left(t_{1}\right), \bar{T}_{n}\left(t_{2}\right)\right) \xrightarrow{d}\left(W\left(t_{1}-a\right), W\left(t_{2}-a\right)\right) . \tag{4}
\end{equation*}
$$

To prove (40), it suffices to take in (25)

$$
g(x)=\left(\lambda_{1}+\lambda_{2}\right) I_{\left[a, t_{1}\right)}(x)+\lambda_{2} I_{\left[t_{1}, t_{2}\right)}(x),
$$

where $\lambda_{1}$ and $\lambda_{2}$ are arbitrary finite numbers. Then, by virtue of Theorem 4,

$$
\lambda_{1} \bar{T}_{n}\left(t_{1}\right)+\lambda_{2} \bar{T}_{n}\left(t_{2}\right) \xrightarrow{d} N\left(0,\left(\lambda_{1}+\lambda_{2}\right)^{2}\left(t_{1}-a\right)+\lambda_{2}^{2}\left(t_{2}-t_{1}\right)\right) .
$$

On the other hand,
$\lambda_{1} W\left(t_{1}-a\right)+\lambda_{2} W\left(t_{2}-a\right)=\left(\lambda_{1}+\lambda_{2}\right)\left[W\left(t_{1}-a\right)-W(0)\right]+\lambda_{2}\left[W\left(t_{2}-a\right)-W\left(t_{1}-a\right)\right]$
is distributed as $N\left(0,\left(\lambda_{1}+\lambda_{2}\right)^{2}\left(t_{1}-a\right)+\lambda_{2}^{2}\left(t_{2}-t_{1}\right)\right)$. Therefore (40) holds. The case of three and more number of moments is considered analogously. Therefore the finite-dimensional distributions of processes $\bar{T}_{n}(t)$ converge to the finite-dimensional distributions of a Wiener process $W(t-a), a \leq t \leq 1-a$ with a correlation function

$$
r\left(t_{1}, t_{2}\right)=\min \left(t_{1}-a, t_{2}-a\right), \quad W(t-a)=0, \quad t=a .
$$

Now we will show that the sequence $\left\{\bar{T}_{n}(t)\right\}$ is dense, i.e., the sequence of the corresponding distributions is dense. For this it suffices to show that for any $t_{1}, t_{2} \in[a, 1-a]$ and all $n$

$$
E\left|\bar{T}_{n}\left(t_{1}\right)-\bar{T}_{n}\left(t_{2}\right)\right|^{s} \leq c_{25}\left|t_{1}-t_{2}\right|^{\frac{s}{2}}, \quad s>2 .
$$

Indeed, this inequality is obtained from (36) for $g(x)=I_{\left[t_{1}, t_{2}\right]}(x)$.
Further, taking (35), (37) and the statement (b) of Theorem 4 into account, we easily ascertain that the finite-dimensional distributions of processes $T_{n}(t)$ converge to the finite-dimensional distributions of a Wiener process $W(t-a)$, and also that

$$
E\left|T_{n}\left(t_{1}\right)-T_{n}\left(t_{2}\right)\right|^{s} \leq c_{26}\left|t_{1}-t_{2}\right|^{\frac{s}{2}}, \quad s>2
$$

Hence, from Theorem 2 of the monograph [3, p. 583] the proof of the theorem follows.

## 6. Application

By virtue of Theorem 5 and the Corollary of Theorem 1 from [3, p. 371] we can write that

$$
P\left\{T_{n}^{+}=\max _{a \leq t \leq 1-a} T_{n}(t)>\lambda\right\} \rightarrow G(\lambda)=\frac{2}{\sqrt{2 \pi(1-2 a)}} \int_{\lambda}^{\infty} \exp \left\{-\frac{x^{2}}{2(1-2 a)}\right\} d x
$$

( $a$ is a prescribed number, $0<a<1 / 2$ ) as $n \rightarrow \infty$.
This result makes it possible to construct tests of a level $\alpha$, $0<\alpha<1$, for testing the hypothesis $H_{0}$ by which

$$
H_{0}: \lim _{n \rightarrow \infty} E \hat{F}_{n}(x)=F_{0}(x), \quad a \leq x \leq 1-a,
$$

in the presence of the alternative hypothesis

$$
H_{1}: \int_{a}^{1-a} \psi\left(F_{0}(x)\right)\left(\lim _{n \rightarrow \infty} E \hat{F}_{n}(x)-F_{0}(x)\right) d x>0 .
$$

Let $\lambda_{\alpha}$ be the critical value, $G\left(\lambda_{\alpha}\right)=\alpha$. If as a result of the experiment it turns out that $T_{n}^{+} \geq \lambda_{\alpha}$, then the hypothesis $H_{0}$ must be rejected.

Remark 3. Let $t_{i}$ be the partitioning points of an interval $\left[0, c_{F}\right]$, $c_{F}=\inf \{x \geq 0: F(x)=1\}<\infty$, chosen from the relation $H\left(t_{j}\right)=\frac{2 j-1}{2 n}$, $j=\overline{1, n}$, where

$$
H(x)=\int_{0}^{x} h(u) d u,
$$

$h(u)$ is some known density of a distribution on $\left[0, c_{F}\right]$ and $h(x) \geq \mu>0$ for all $x \in\left[0, c_{F}\right]$. In that case, by a reasoning analogous to that used above we can obtain a generalization of the results of the present study.

Remark 4. Some ideas of the proof of Theorem 4 are borrowed from the interesting paper by A. V. Ivanov [5].
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## ON THE MAXIMUM PSEUDO-LIKELIHOOD ESTIMATION OF A DISTRIBUTION PARAMETERS BY GROUPED OBSERVATIONS WITH CENSORING


#### Abstract

The paper considers the problem of estimation of probability distribution parameters by using grouped observations. In some groups, observation involves not individual values of a random variable, but only their total quantity, whereas some groups are censored for the observer so that even the quantity of elements contained in them is unknown. For such a sampling, the maximum pseudo-likelihood method is used, the question of asymptotic consistency and asymptotic effectiveness of such estimators is investigated. The consideration is concretized for the estimator of a mean normal distribution.
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## 1. Introduction

In mathematical statistics, in particular in the point estimation theory, a special place is held by the maximum likelihood method (in the sequel abbreviated to "mlm"). Various modifications of this method and its generalizations are successfully applied in many situations. In the course of many years the mlm has been used for grouped samplings, as well as in censoring problems and estimator truncation problems (see [1] and [5] and the references therein). The results obtained are satisfactory from both the mathematical and the computational standpoint.

In the present paper, we consider the problem of estimation of probability distribution parameters by using a specific variant of observations. It is assumed that observations are grouped and there might be cases of partial or full non-observation of individual realization variables. We propose to use a somewhat more refined (in a certain sense) version of the mlm and show that it leads to asymptotically consistent and effective estimators.

## 2. Statement of the problem and the method its solution.

Let $X$ be a random variable with a distribution function $F(x)=F(x, \theta)$, where $\theta \in \Theta$ is an unknown vector parameter in a finitedimensional space $\Theta \subset R^{q}$. Assume that $\Theta$ is a compactum. We need to construct the consistent estimator $\theta$ using observation data on the random variable $X$. The experiment is set up so that we do not know the actual number of realizations, but know only a part of them.

Let the fixed points $-\infty \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n} \leq \infty$ be given on the straight line $R$ (we do not exclude the case where the first or the last point takes an infinite value). These points form intervals which may be of three categories:

0 ) an interval интервал $\left(t_{i}, t_{i+1}\right)$ belongs to the zero-th category if in this interval neither individual values of the sample nor the total quantity of sample values of the random value $X$ are known:

1) an interval $\left(t_{i}, t_{i+1}\right)$ belongs to the first category if in this category individual values of the sampling are unknown, but the number of sample values of the random value $X$ is known. As usual, this number is denoted by $n_{i}$.
2) an interval $\left(t_{i}, t_{i+1}\right)$ belongs to the second category if in this interval individual values of the sampling $x_{i 1}, x_{i 2}, \ldots, x_{i n_{i}}$ are known.

In the sequel, summation or integration over the intervals of the ze-ro-th, first or second categories will be denoted by the symbols (0), (1) или (2), respectively.

We call a sampling of this type a partially grouped sampling with censoring. Censored samplings of both types, as well as truncated samplings are obviously a particular case of the problem stated. The absence of information in the intervals of the zero-th category creates a difficulty
which we will try to overcome by assuming that we know the type of the distribution $F(x, \theta)$ and the quantity of sample values not occurring in an interval of the first category: $n=\sum_{(1),(2)} n_{i}$.

Let $A_{i}=\left(t_{i}, t_{i+1}\right)$ be an interval of the zero-th category. Denote by $m_{i}$ the quantity of sampling terms occurring in $A_{i}$. Then $r=n+\sum_{(0)} m_{i}$ is the total quantity of observations. Note that $\frac{m_{i}}{n+\sum_{(0)} m_{i}}$ is a relative frequency of the occurrence of $X$ in $A_{i}$. If $\hat{F}_{r}(x)=\hat{F}_{r}(x, \theta)$ is an empirical distribution function, then

$$
\begin{equation*}
\frac{m_{i}}{n+\sum_{(0)} m_{i}}=\hat{F}_{r}\left(t_{i+1}\right)-\hat{F}_{r}\left(t_{i}\right) \tag{1}
\end{equation*}
$$

and, by the strengthened Bernoulli law of large numbers, it reduces to $p_{i}(\theta)=F\left(t_{i+1}, \theta\right)-F\left(t_{i}, \theta\right)$ with probability 1 .

By summing equalities (1) over all intervals of the zero-th category we find

$$
\sum_{(0)} m_{i}=n \frac{\left.\sum_{i \in(0)} \mid \hat{F}_{r}\left(t_{i+1}\right)-\hat{F}_{r}\left(t_{i}\right)\right]}{1-\left[\sum_{i \in(0)}\left[\hat{F}_{r}\left(t_{i+1}\right)-\ddot{F}_{r}\left(t_{i}\right)\right]\right]} .
$$

Hence we obtain

$$
\begin{equation*}
m_{i}=n \frac{\hat{F}_{r}\left(t_{i+1}\right)-\hat{F}_{r}\left(t_{i}\right)}{1-\left[\sum_{i \in(0)}\left[\hat{F}_{r}\left(t_{i+1}\right)-\hat{F}_{r}\left(t_{i}\right)\right]\right]} . \tag{2}
\end{equation*}
$$

Let us apply the maximum pseudo-likelihood method. Assume that the random value $X$ has a distribution density $f(x)=f(x, \theta)$ with respect to the Lebesgue measure. Then a likelihood function has the form

$$
\begin{equation*}
L_{n}(x ; \theta)=\prod_{i \in(0)}\left[F\left(t_{i+1}\right)-F\left(t_{i}\right)\right]^{n_{i}} \prod_{i \in(1)}\left[F\left(t_{i+1}\right)-F\left(t_{i}\right)\right]^{n_{i}} \prod_{j=1}^{n_{i}} f\left(x_{i l}\right) . \tag{3}
\end{equation*}
$$

where $m_{i}, i \in(0)$, are defined by (2). The finding of points of a maximum of the function $L(x ; \theta)$ is complicated by the difficulty of
studying the smoothness properties of empirical functions. For this reason we consider a slightly modified likelihood function

$$
\begin{equation*}
\bar{L}_{n}(x ; \theta)=\prod_{i \in(0)}\left[F\left(t_{i+1}\right)-F\left(t_{i}\right)\right]^{\left.\frac{F\left(t_{i+1}\right.}{1-\left[F\left(t_{i+1}\right)-F\left(t_{i}\right)\right.}\right)} \prod_{\left(t_{i}\right)} \prod_{i \in(1)}\left[F\left(t_{i+1}\right)-F\left(t_{i}\right)\right]^{n_{i}} \prod_{j=1}^{n_{i}} f\left(x_{i l}\right) . \tag{4}
\end{equation*}
$$

Lemma. Let the following conditions be fulfilled:
(a) the distribution function $F(x, \theta)$ is continuous with respect to both variables and has the continuous derivative $f(x, \theta)=\frac{\partial F(x, \theta)}{\partial x}$;
(b) the function $\bar{L}_{n}(x, \theta)$ has the absolute maximum $\theta=\bar{\theta}_{n}$.

Then $\bar{\theta}_{n}$ is an asymptotically consistent and asymptotically effective estimator of the true value of the parameter $\theta=\theta_{0}$.

The proof follows from the respective theorems of [6], [7].

## 3. Estimation of a mean for a normal distribution with incomplete observation.

Let $X$ be a normally distributed random value with densi$\operatorname{ty} p(t)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(t-\mu)^{2}}{2 \sigma^{2}}}$, where $\mu$ is the unknown mean and $\sigma$ is known.. Let the interval $[a, b]$ be inaccessible ( $a$ and $b$ may be infinite, too) for the observer, and also the quantity of individual observations in this interval be unknown. However we have observations outside this interval: $X_{1}, X_{2}, \ldots, X_{n}$. It is required to estimate $\mu$ by these observations. For this we use maximum pseudo-likelihood estimators.

To construct the likelihood function, note that if we denote by $k$ the number of terms of the total sampling which have occurred in $[a, b]$, then $\frac{k}{k+n}$ will be the frequency of occurrences in the interval $[a, b]$. Therefore, by the Bernoulli-Kholmogorov theorem, $\frac{k}{k+n} \rightarrow p \quad$ a.s.,
where $p=\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right), \Phi(t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{t} e^{-\frac{u^{3}}{2}} d u$. Thus, as $k$, we take

$$
\hat{k}=\frac{n\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}
$$

Since the probability that exactly $k$ elements from the sampling will occur in the «black hole » is $\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]^{k}$, we can write the pseudo-likelihood function in the form

$$
\begin{equation*}
L=\prod_{i=1}^{n} \frac{1}{\sigma} \varphi\left(\frac{X_{i}-\mu}{\sigma}\right) \cdot\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]^{\frac{n\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}} \tag{5}
\end{equation*}
$$

where as usual we denote $\varphi(t)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{t^{2}}{2}}$. Note that the power in
(5) may turn out to be a non-integral number. However it is always positive. Note also that the multiplication sign is related to the expression in front of the large bracket.

From (5) we obtain
$\ln L=-n \ln (\sqrt{2 \pi} \sigma)-\frac{1}{2 \sigma^{2}} \sum_{i=1}^{n}\left(X_{i}-\mu\right)^{2}+$

$$
+\frac{n\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]} \cdot \ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]
$$

Hence we calculate

$$
\frac{d}{d \mu} \ln L=\frac{1}{\sigma^{2}} \sum_{i=1}^{n} X_{i}-\frac{n}{\sigma^{2}} \mu-
$$

$$
\begin{align*}
& -\frac{\frac{1}{\sigma} n\left[\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)\right]\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}}{\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}^{2}} \cdot \ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]- \\
& -\frac{\frac{1}{\sigma} n\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right] \cdot\left[\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)\right]}{\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}^{2}} \cdot \ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]- \\
& -\frac{\frac{1}{\sigma} n\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right] \cdot\left[\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)\right]}{\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\} \cdot\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}= \\
& =\frac{1}{\sigma^{2}} \sum_{i=1}^{n} X_{i}-\frac{n}{\sigma^{2}} \mu-\frac{n}{\sigma} \frac{\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)}{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}- \\
& -\frac{n}{\sigma} \frac{\left[\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)\right] \ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]}{\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}^{2}}= \\
& =\frac{1}{\sigma^{2}} \sum_{i=1}^{n} X_{i}-\frac{n}{\sigma^{2}} \mu-\frac{n}{\sigma} \cdot \frac{\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)}{\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}^{2}} \cdot\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\right.\right. \\
& \left.\left.-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]+\ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\} . \tag{6}
\end{align*}
$$

Let us study the expression (6) for $\mu \rightarrow-\infty$. Denote, for the sake of brevity, $\frac{b-\mu}{\sigma}=t, \frac{a-\mu}{\sigma}=s$ and note that for $\mu \rightarrow-\infty$ we obtain $t \rightarrow \infty, s \rightarrow \infty$ and $\frac{t}{s} \rightarrow 1$. Therefore

$$
\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right) \downarrow 0, \varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right) \uparrow 0
$$

and

$$
\ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right] \downarrow-\infty
$$

By the Cauchy mean value theorem,

$$
\frac{\varphi(t)-\varphi(s)}{\Phi(t)-\Phi(s)}=-\tau \quad \text { where } \quad s<\tau<t
$$

Note that for $\mu \rightarrow-\infty$ there exists the limit $\frac{\tau}{t} \rightarrow 1$.
The denominator in (6) tends to 1 and the first two summands in the braces also tend to 1 . So, we have to calculate the limit of the expression

$$
[\varphi(t)-\varphi(s)] \ln [\Phi(t)-\Phi(s)] \text { as } \mu \rightarrow-\infty .
$$

By l'Hopital's rule,

$$
\begin{aligned}
0 & \leq \lim _{\mu \rightarrow-\infty}[\varphi(t)-\varphi(s)] \cdot \ln [\Phi(t)-\Phi(s)]=\lim _{\mu \rightarrow-\infty} \frac{\ln [\Phi(t)-\Phi(s)]}{\frac{1}{\varphi(t)-\varphi(s)}}=\lim _{\mu \rightarrow-\infty} \frac{-\frac{1}{\sigma} \frac{\varphi(t)-\varphi(s)}{\Phi(t)-\Phi(s)}}{-\frac{1}{\sigma} \frac{t \varphi(t)-s \varphi(s)}{[\varphi(t)-\varphi(s)]^{2}}}= \\
& =\lim _{\mu \rightarrow-\infty} \frac{[\varphi(t)-\varphi(s)]^{3}}{[\Phi(t)-\Phi(s)] \cdot[t \varphi(t)-s \varphi(s)]} \leq \lim _{\mu \rightarrow-\infty} \frac{[\varphi(t)-\varphi(s)]^{2}}{t \cdot[\Phi(t)-\Phi(s)]}=-\lim _{\mu \rightarrow-\infty} \frac{\tau}{t} \cdot[\varphi(t)-\varphi(s)]=0 .
\end{aligned}
$$

Therefore $\lim _{\mu \rightarrow-\infty} \frac{d}{d \mu}(t) \ln L=\infty$.
Analogously, for $\mu \rightarrow \infty$ we have $t \rightarrow-\infty, s \rightarrow-\infty$ and

$$
\lim _{\mu \rightarrow \infty}[\varphi(t)-\varphi(s)] \cdot \ln [\Phi(t)-\Phi(s)]=0 .
$$

Therefore $\lim _{\mu \rightarrow \infty} \frac{d}{d \mu} \ln L=-\infty$.
The continuous function $\frac{d}{d \mu} \ln L$ changes the sign and therefore there exists a point $\hat{\mu}$ such that $\left.\frac{d}{d \mu} \ln L\right|_{\mu=\hat{\mu}}=0$. Let us verify that the second derivative at this point is negative.

We write the second derivative in the form

$$
\begin{gathered}
\frac{d^{2}}{d \mu^{2}} \ln L= \\
=-\frac{n}{\sigma^{2}}-\frac{n}{\sigma^{2}} \cdot \frac{[t \varphi(t)-s \varphi(s)] \cdot\{1-[\Phi(t)-\Phi(s)]+\ln [\varphi(t)-\varphi(s)]\} \cdot\{1-[\Phi(t)-\Phi(s)]\}}{\{1-[\Phi(t)-\Phi(s)]\}^{3}}+ \\
+\frac{n}{\sigma^{2}} \cdot \frac{[\varphi(t)-\varphi(s)] \cdot\left\{\varphi(t)-\varphi(s)-\frac{\varphi(t)-\varphi(s)}{\Phi(t)-\Phi(s)}\right\}}{\{1-[\Phi(t)-\Phi(s)]\}^{2}}+ \\
+\frac{n}{\sigma^{2}} \cdot \frac{2 \cdot[\varphi(t)-\varphi(s)]^{2} \cdot\{1-[\Phi(t)-\Phi(s)]+\ln [\Phi(t)-\Phi(s)]\}}{\{1-[\Phi(t)-\Phi(s)]\}^{3}} .
\end{gathered}
$$

We have to show that these four fractions, when summed, have a negative value. The first fraction is negative. For the third fraction

$$
\frac{n}{\sigma^{2}} \cdot \frac{[\varphi(t)-\varphi(s)]^{2} \cdot\left\{1-\frac{1}{\Phi(t)-\Phi(s)}\right\}}{\{1-[\Phi(t)-\Phi(s)]\}^{2}}
$$

we have a negative value since it is obvious that $\Phi(t)-\Phi(s) \leq 1$. It remains to show that

$$
\{1-[\Phi(t)-\Phi(s)]+\ln [\Phi(t)-\Phi(s)]\} \cdot\left[[t \varphi(t)-s \varphi(s)] \cdot\left[1-[\Phi(t)-\Phi(s)]+2[\varphi(t)-\varphi(s)]^{2}\right\} \geq 0 .\right.
$$

Since for $0<x \leq 1$ we have $1-t+\ln t \geq 0$, we need to prove that

$$
\begin{equation*}
[t \varphi(t)-s \varphi(s)] \cdot\{1-[\Phi(t)-\Phi(s)]\}+2[\varphi(t)-\varphi(s)]^{2} \geq 0 . \tag{7}
\end{equation*}
$$

In this expression only $t \varphi(t)-s \varphi(s)$ may be negative. This may happen in two cases: when $s<-1$ and $t<0$ or $s>0$ and $t>1$. Because of symmetry we consider the second case, in which it is assumed that $\left\{\begin{array}{l}\hat{\mu}<a \\ \hat{\mu}<b-\sigma\end{array}\right.$. We use Kulldorf's inequality (see [1, p. 134]), by which $[t \varphi(t)-s \varphi(s)] \cdot[\Phi(t)-\Phi(s)]+[\varphi(t)-\varphi(s)]^{2}>(t-s) \cdot \varphi(t) \varphi(s)$.

Since $1-[\Phi(t)-\Phi(s)]>\Phi(t)-\Phi(s)$, we have

$$
\begin{aligned}
& {[t \varphi(t)-s \varphi(s)] \cdot }\{1-[\Phi(t)-\Phi(s)]\}+2[\varphi(t)-\varphi(s)]^{2}>[t \varphi(t)-s \varphi(s)] \cdot[\Phi(t)-\Phi(s)]+ \\
&+2[\varphi(t)-\varphi(s)]^{2}>(t-s) \varphi(t) \varphi(s)+[\varphi(t)-\varphi(s)]>0 .
\end{aligned}
$$

The second case with $s<-1$ and $t<0$ is considered in analogous manner.

Thus $\frac{d^{2}}{d \mu^{2}} \ln L<0$ and therefore $\hat{\mu}$ is a unique maximum point for the likelihood function (5). Taking Lemmas 1 and 2 into account, we can state that the following theorem is valid.

Theorem. Assume that we have the sampling of a normal random value $X_{1}, X_{2}, \ldots, X_{n}$ with the unknown mathematical expectation $\mu$ and the known dispersion $\sigma^{2}$. Observation is carried out outside the interval $[a, b]$ where neither sampling terms nor their quantity are registered. Then the estimator of a maximum pseudo-likelihood exists for $\mu$ and is the unique root of the equation

$$
\begin{gather*}
\frac{1}{\sigma^{2}} \sum_{i=1}^{n} X_{i}-\frac{n}{\sigma^{2}} \mu-\frac{n}{\sigma} \cdot \frac{\varphi\left(\frac{b-\mu}{\sigma}\right)-\varphi\left(\frac{a-\mu}{\sigma}\right)}{\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}^{2}} \cdot\left\{1-\left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\right.\right. \\
\left.\left.-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]+\ln \left[\Phi\left(\frac{b-\mu}{\sigma}\right)-\Phi\left(\frac{a-\mu}{\sigma}\right)\right]\right\}=0 \tag{8}
\end{gather*}
$$

Moreover, this estimator is asymptotically consistent and effective..

Remark 1. While proving the theorem, we see that $a$ or $b$ may be infinite. The case $a=-\infty$ and $-\infty<b<\infty$ correspond to the case of left censoring, whereas for $-\infty<a<\infty$ and $b=\infty$ we have the right censoring.

Example 1. If $a=-\infty$ and $b=0$, then we obtain the following equation for defining $\hat{\mu}$ :

$$
\mu+\sigma \frac{\varphi\left(\frac{\mu}{\sigma}\right)}{\Phi\left(\frac{\mu}{\sigma}\right)}-\frac{\sigma^{2}}{n} \ln \left[1-\Phi\left(\frac{\mu}{\sigma}\right)\right]=\frac{1}{n} \sum_{i=1}^{n} X_{i}
$$

Example 2. As has been shown in proving the theorem, for $b \rightarrow a$ the equation (8) implies the classical case $\hat{\mu}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$.
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## GOGI PANTSULAIA

## ON A RIEMANN INTEGRABILITY OF FUNCTIONS DEFINED ON INFINITE-DIEMENSIONAL RECTANGLES


#### Abstract

We announce a result asserted that for a Riemann integrable function $f$ defined on the infinite-dimensional rectangle $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right] \mathrm{OB}$, an infinite-dimensional version of the Weyl theorem is valid. This fact allows us to give an effective algorithm for a calculation of the Riemann integral $(R) \mathrm{T} \quad f(x) d l(x)$, where $l$ denotes an infi- $$
{\underset{i=1}{\mathrm{X}}\left[a_{i}, b_{i}\right]}
$$ nite-dimensional 'Lebesgue measure' constructed by R.Baker in 1991. 2010 Mathematical Subject Classification: Primary 28Axx, 28Cxx, 28Dxx; Secondary 28C20, 28D10, 28D99.


Key words and phrases: Riemann integrability, Lebesgue measure, infinite-dimensional rectangles

## 1. Introduction

Various questions combinatorial or discrete type frequently arise in different domains of modern mathematics (especially, in Mathematical analysis, Measure theory, Differential equations, Game theory, Set Theory, Graph Theory etc.) and are important from the theoretical viewpoint and from the view-point of their numerous applications. In particular, these questions play a key role in applications of algorithms and computer science. For example, the notion of a equidistributed, or uniformly distributed sequences $\left(a_{n}\right)_{n O N}$ in an interval $[a, b]$ describes a certain discrete mathematical structure which has various interesting
applications from the view-point of its applications in the theory of algorithms and computer science. In particular, by Weyl well known theorem, for every Rieman integrable function $f$ on $[a, b]$, the following equality

$$
\lim _{n ® \mathrm{r}} \frac{1}{n} \mathrm{e}_{k=1}^{n} f\left(a_{k}\right)=\frac{(R) \mathrm{T}_{a}^{b} f(x) d x}{b-a}
$$

holds if and only if the sequence $\left(a_{n}\right)_{n O N}$ is equidistributed, or uniformly distributed in an interval $[a, b]$, where ${ }^{(R)} \mathrm{T}_{a}{ }^{b} f(x) d x$ denotes Riemann integral of the $f$ over $[a, b]$. Moreover, in common cases, it is possible to estimate the velocity of such a convergence.

To various applications of a equidistributed, or uniformly distributed sequences is devoted the well known monograph of L. Kuipers and H. Niederreiter [1]. Firstly, such sequences have been used by Hardy and Littlewood [2] in Diophantine approximation theory.

It is natural to consider
Problem 1.1. Whether one can elaborate a theory of uniformly distributed sequences for infinite-dimensional rectangles?.

Since the theory of uniformly distributed sequences for finitedimensional rectangles essentially implies the technique of the Lebesgue measure, here arises the following

Problem 1.2. What measures in infinite-dimensional topological vector space $R^{\Gamma}$ can be assumed as partial analogs of the $n$ dimensional classical Lebesgue measure (defined on the Euclidean vector space $R^{n}$ ) ?

In this direction, we must say that a partial analog of the Lebesgue measure on $R^{\Gamma}$ is not defined uniquely. Problem 1.2 was solved by African mathematician R.Baker [3]. He introduced a notion of "Lebesgue measure" on $R^{\infty}$ as follows: a measure $\lambda$ being a completion of a shift-invariant Borel measure on $R^{\infty}$ is called a "Lebesgue measure" on $R^{\infty}$ if for any infinite-dimensional rectangle

$$
\begin{aligned}
& \prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]\left(-\infty<a_{i}<b_{i}<+\infty\right) \text { with } 0 \leq \prod_{i=1}^{\infty}\left(b_{i}-a_{i}\right)<+\infty \\
& \text { the equality }
\end{aligned}
$$

$$
\lambda\left(\prod_{i=1}^{\infty}\left(a_{i}, b_{i}\right)\right)=\prod_{i=1}^{\infty}\left(b_{i}-a_{i}\right)
$$

holds, where

$$
\prod_{i=1}^{\infty}\left(b_{i}-a_{i}\right):=\lim _{n \rightarrow+\infty} \prod_{i=1}^{n}\left(b_{i}-a_{i}\right) .
$$

In 2004, simultaneously have been published articles [4] and [5] which also contain solution of Problem 1.2. In [4] has been posed a question asking whether measures [3] and [4] coincide. The negative answer to this question has been obtained in [6]. In this manuscript has been introduced the notion of generators of shy sets in Polish topological vector spaces and has been done their various interesting applications. In particular, here has been demonstrated that this class contains specific measures which naturally generate early implicitly introduced classes of null sets. For example, here has been constructed : 1) Mankiewicz generator which generate exactly the class of all cube null sets; 2) Preiss Tiser generators which generate exactly the class of all Preiss -Tiser null sets, etc. Moreover, such measures (unlike $s$-finite Borel measures) possess many interesting, sometimes unexpected, geometric properties. New concepts of the "Lebesgue measure" on $R^{\text {「 }}$ (the so called, $a$ standard and $a$-ordinary Lebesgue measures) have been proposed and their some realizations in the ZFC theory have been considered in [7]. Also, it has been shown that Baker's both measures [3] and [4], Mankiewicz and Preiss - Tiser generators [6] and the measure [5] are not an $a$-standard Lebesgue measure on $R^{\Gamma}$ for $a=(1,1, \mathrm{~L})$.

Under such a rich class of shifp-invariant Borel measures in $R^{\Gamma}$ it is natural to consider the following problems:

Problem 1.3. Whether one can elaborate the theory of Riemann integration in $R^{\Gamma}$ ?

Problem 1.4. In terms of partial analogs of the Lebesgue measure in $R^{\mathrm{r}}$, whether one can elaborate theory of uniformly destributed sequences in infinite-dimensional rectangles?

Note that the solution of Problems 1.3-1.4 assumes an infinite generalization of well known classical results (for example, Lebesgue theorem about Riemann integrability, Weyl theorem, etc) formulated in terms of Lebesgue measure (on $R^{n}$ ) to an infinite-dimensional topological vector spaces of all real valued sequences $R^{\Gamma}$ (equipped with Tikhonov topology ) in terms of partial analogs of the Lebesgue measure (for ex-
ample, Mankiewicz generator, Baker measures, standard Lebesgue measure, etc).

The purpose of the present manuscript is to consider a certain concept for a partial solution of the Problems 1.3-1.4 in terms of the measure $l$ [3] and to announce main results established in [9].

The paper is organized as follows.
In Section 2 we give some auxiliary definitions from the Riemann integrability theory. In Section 3 we announce our main results established in [9].

## 2. Auxiliary definitions and notions

In order to solve Problem 1.3 for "Lebesgue measure" $l$ [3], we need a notion of Riemann integrability on infinite-dimensional rectangle in terms of the measure $l$.

We denote by B a class of all measurable rectangle

$$
\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]\left(-\infty<a_{i}<b_{i}<+\infty\right) \text { with } \mathrm{o}<\prod_{i=1}^{\infty}\left(b_{i}-a_{i}\right)<+\infty .
$$

It is clear that an equality $\lambda\left(\prod_{i=1}^{\infty}\left(a_{i}, b_{i}\right)\right)=\prod_{i=1}^{\infty}\left(b_{i}-a_{i}\right)$ holds.
A set $U$ is called an elementary rectangle in the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ if it admits the following representation

$$
\left.U=\mathbf{X}_{k=1}^{m}\right]\left[c_{k}, d_{k}\right]\left[\left\ulcorner\mathbf{X}_{k=m+1}^{\Gamma}\left[a_{k}, b_{k}\right]\right.\right.
$$

where $a_{k} \mathrm{~J} c_{k}<d_{k} \mathrm{~J} b_{k}$ for $1 \mathrm{~J} k \mathrm{~J} m(m \mathrm{O} N)$.
It is obvious that

$$
l(U)=\mathbf{X}_{k=1}^{m}\left(d_{k}-c_{k}\right)\left\ulcorner\mathbf{X}_{k=m+1}^{\mathrm{r}}\left(b_{k}-a_{k}\right)\right.
$$

for the elementary rectangle $U$.
Also, a number $d(U)$, defined by

$$
d(U)=\mathrm{e}_{k=1}^{m} \frac{d_{k}-c_{k}}{2^{k+1}\left(1+d_{k}-c_{k}\right)}+\mathrm{e}_{k=m+1}^{\mathrm{r}} \frac{b_{k}-a_{k}}{2^{k+1}\left(1+b_{k}-a_{k}\right)},
$$

is diameter of the $U$ with respect to Tikhonov metric in $R^{\infty}$.
A family of pairwise disjoint elementary rectangles $t=\left(U_{k}\right)_{1 J k J n}$ of the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right] \quad$ is called Riemann partition of the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ if $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]=\bigcup_{k=1}^{n} U_{k}$.

A number $d(t)$, defined by

$$
d(t)=\max \left\{d\left(U_{k}\right): 1 \mathrm{~J} k \mathrm{~J} n\right\}
$$

is called mesh or norm of the Riemann partition $t$.
Let $f$ be a real-valued bounded function defined on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$.
Definition 2.1 We say that the $f$ is Riemann-integrable on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ if there exists a real number $s$ such that for every positive real number $\quad e$ there exists a real number $d>0$ such that, for every Riemann partition $t=\left(U_{k}\right)_{1 \mathrm{~J} k J n}$ of the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ with $d(t)<d$ and for every sample $\left(t_{k}\right)_{1 \mathrm{~J} k n}$ with $t_{k} \mathrm{O} U_{k}(1 \mathrm{~J} k \mathrm{~J} n)$, we have

$$
\left|\mathrm{e}_{k=1}^{n} f\left(t_{k}\right) l\left(U_{k}\right)-s\right|<e
$$

The number $s$ is called Riemann integral from the $f$ over $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ and is denoted by $(R) \underset{\substack{\mathrm{r} \\ \mathrm{X}_{i=1}\left[a_{i}, b_{i}\right]}}{\mathrm{T}} f(x) d l(x)$.

Definition 2.2. We say that a real-valued function $f: \breve{\mathrm{y}}^{1} \circledR^{\circledR}$ Y̆ is Riemann integrable with respect to the measure $l$ if there exists a countable family $\left(B_{k}\right)_{k O N}$ of pairwise disjoint elements of the B that
(i) (" $k) k \mathrm{O} N$ Ю $f_{B_{k}}$, is Riemann integrable on $B_{k}$ ), where $\left.f\right|_{B_{k}}$ denotes a restriction of the $f$ on $B_{k}$;
(ii) (" $x)\left(x \mathrm{O}^{\mathrm{r}} \backslash И_{\mathrm{kON}} B_{k} Ю f(x)=0\right)$;
(iii) The series $\left.\underset{k \circ N}{\mathrm{e}}{ }^{(R)} \mathrm{T}_{B_{k}} f\right|_{B_{k}}(x) d l(x)$ is absolutely convergent.

If for the function $f$ the conditions (i)- (iii) fulfilled, then a number

$$
\left.\underset{k O N}{\mathrm{e}^{(R)} \mathrm{T}_{B_{k}}}{ }^{f}\right|_{B_{k}}(x) d l(x)
$$

is called Riemann integral of the $f$ over $\breve{\mathrm{y}}^{\mathrm{r}}$ with respect to $l$ and is denoted by

$$
{ }^{(R)} \mathbf{T}_{\mathrm{y}_{\mathrm{y}}} f(x) d l(x) .
$$

Note, that a first step to forward for resolution of Problem 1.3 will be an investigation of the following

Problem 2.1 Describe in terms of the measure $l$ a class of all realvalued Riemann integrable functions on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$.

Definition 2.3. An increasing sequence $\left(Y_{n}\right)_{n O N}$ of finite subsets of the infinite-dimensional rectangle $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right] \mathrm{OB}$ is said to be uniformly distributed in the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$, if, for every elementary rectangle $U$ in the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$, we have

$$
\lim _{n ® \mathrm{r}} \frac{\#\left(Y_{n} \mathrm{I} U\right)}{\#\left(Y_{n}\right)}=\frac{l(U)}{l\left(\underset{i=1}{\mathrm{X}}\left[a_{i}, b_{i}\right]\right)} .
$$

## 2. Main Results

Present section we announce the main results obtained in [9].

Theorem 3.1 Let $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right] \mathrm{OB}$. Let $\left(x_{n}^{(k)}\right)_{n \mathrm{ON}}$ be uniformly distributed in the interval $\left[a_{k}, b_{k}\right]$ for $k \mathrm{ON}$. We set
 the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$,

Theorem 3.2 Let $f$ be a continuous (w.r.t. Tikhonov metric) function on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$. Then the $f$ is Riemann-integrable on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$.

We have the following infinite-dimensional version of the Lebesgue theorem (see, [10], Lebesgue Theorem, p.359).

Theorem 3.3 Let $f$ be a bounded real-valued function on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$. Then $f$ is Riemann integrable on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ if and only if $f$ is $l$-almost continuous (w.r.t. Tikhonov metric) on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$.

Theorem 3.4 For $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ OB , let $\left(Y_{n}\right)_{n O N}$ be an increasing family its finite subsets. Then $\left(Y_{n}\right)_{n 0 N}$ is uniformly distributed in the $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ if and only iffor every continuous (w.r.t. Tikhonov metric) function $f$ on $\prod_{i=1}^{\infty}\left[a_{i}, b_{i}\right]$ the following equality

$$
\lim _{n ® \mathrm{r}} \frac{{\underset{y \cup O_{n}}{\mathrm{e}}}_{\mathrm{e}} f(y)}{\#\left(Y_{n}\right)}=\frac{(R) \underset{\substack{\left.\mathrm{r} \\ \mathrm{X}=1 \\ \mathrm{~T}, a_{i}, b_{i}\right]}}{\mathrm{r}} f(x) d l(x)}{l\left(\mathrm{X}_{i=1}^{\mathrm{X}}\left[a_{i}, b_{i}\right]\right)}
$$

holds.
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#### Abstract

The main aim of this paper is to prove that for any Orlicz space, which is not a subspace of $L \log L\left(I^{2}\right)$, the set of the functions that quadratic conjugate Fejer means ( $\alpha=\beta=2 / 3$ ) of the double Walsh-Fourier series converges in measure is of first Baire category.
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## 1. Introduction

The partial sums $S_{n}(f)$ of the Walsh-Fourier series of a function $f \in L(I), \quad I=[0,1)$ converges in measure on $I[9,14]$. The condition $f \in L \ln ^{+} L\left(I^{2}\right)$ provides convergence in measure on $I^{2}$ of the rectangular partial sums $S_{n, m}(f)$ of double Fourier-Walsh series [19]. The first example of a function from classes wider than $L \ln ^{+} L\left(I^{2}\right)$ with $S_{n, n}(f)$ divergent in measure on $I^{2}$ was obtained by Getsadze in [5]. Moreover, Tkebuchava [15] proved that in each Orlicz space wider than $L \ln ^{+} L\left(I^{2}\right)$ the set of functions with quadratic Walsh-Fourier sums converge in measure on $I^{2}$ is of first Baire category.

Weisz [16, 17] proved that conjugate Fejйr means of double Walsh-Fourier $\quad \tilde{\sigma}_{n, m}^{(\alpha, \beta)} f \quad, \alpha, \beta \in[0,1) \quad$ converges $\quad$ a. e. for each $f \in L \ln ^{+} L\left(I^{2}\right)$. In particular, the condition $f \in L \ln ^{+} L\left(I^{2}\right)$ provides the convergence in measure on $I^{2}$ of the $\tilde{\sigma}_{n, m}^{(\alpha, \beta)} f, \alpha, \beta \in[0,1)$. In this paper we prove that the Conjugate

Fejŭr means of the double Walsh-Fourier series does not improve the convergence in measure. In other words, we prove that for any Orlicz
space, which is not a subspace of $L \log L\left(I^{2}\right)$, the set of the functions that quadratic conjugate Fejer means $(\alpha=\beta=2 / 3)$ of the double WalshFourier series converges in measure is of first Baire category.

For results with respect to divergence of measure of double WalshFourier series
see $[2-4,6-8,10,12]$.

## 2. Definitions and Notation

We denote by $L^{0}=L^{0}\left(I^{2}\right)$ the Lebesque space of functions that are measurable and finite almost everywhere on $I^{2}=[0,1) \times[0,1) . \operatorname{mes}(A)$ is the Lebesque measure of the set $A \subset I^{2}$. The constants appearing in the article denoted by $c$.

Let $L_{\Phi}=L_{\Phi}\left(I^{2}\right)$ be the Orlicz space [11] generated by Young function $\Phi$, i.e. $\Phi$ is convex continuous even function such that $\Phi(0)=0$ and

$$
\lim _{u \rightarrow+\infty} \frac{\Phi(u)}{u}=+\infty, \lim _{u \rightarrow 0} \frac{\Phi(u)}{u}=0 .
$$

This space is endowed with the norm

$$
\mathbb{I} \|_{L_{\Phi}\left(I^{2}\right)}=\inf \left\{k>0: \int_{I^{2}} \Phi(|f(x, y)| / k) d x d y \leq 1\right\} .
$$

In particular in case if $\Phi(u)=u \ln (1+u), u>0$, then corresponding space will denote by $L \ln ^{+} L\left(I^{2}\right)$.

It is well-known [11] that $L_{\Phi} \subset L_{\Psi} \Leftrightarrow \underline{\lim _{u \rightarrow \infty}} \frac{\Phi(u)}{\Psi(u)}>0$.
Let $r_{0}(x)$ be a function defined by

$$
r_{0}(x)=\left\{\begin{array}{c}
1, \text { if } x \in[0,1 / 2) \\
-1, \text { if } x \in[1 / 2,1)
\end{array}, \quad r_{0}(x+1)=r_{0}(x) .\right.
$$

The Rademacher system is defined by

$$
r_{n}(x)=r_{0}\left(2^{n} x\right), n \geq 1 \quad \text { and } \quad x \in[0,1) .
$$

Let $w_{0}, w_{1}, \ldots$ represent the Walsh functions [13], i.e. $w_{0}(x)=1$ and if $k=2^{k_{1}}+\cdots+2^{k_{s}}$ is a positive integer with $k_{1}>k_{2}>\cdots>k_{s} \geq 0$ then

$$
w_{k}(x)=r_{k_{1}}(x) \cdots r_{k_{s}}(x) .
$$

Every point $\alpha \in[0,1)$ can be written in the following way:

$$
\alpha=\sum_{k=0}^{\infty} \frac{\alpha_{k}}{2^{k+1}}, \alpha_{k}=0,1 .
$$

In case there are two different forms we choose the one for which $\lim _{k \rightarrow \infty} \alpha_{k}=0$.

The Walsh-Dirichlet kernel is defined by

$$
D_{n}(x)=\sum_{k=0}^{n-1} w_{k}(x) .
$$

Recall that

$$
D_{2^{n}}(x)=\left\{\begin{array}{cc}
2^{n}, \text { if } & x \in\left[0,1 / 2^{n}\right), \\
0, \text { if } & x \in\left[1 / 2^{n}, 1\right) .
\end{array}\right.
$$

We consider the double system $\left\{w_{n}(x) \times w_{m}(y): n, m=0,1,2, \ldots\right\}$ on the unit square $I^{2}$.

The rectangular partial sums of double Fourier series with respect to the Walsh system are defined by

$$
S_{M, N}(f, x, y)=\sum_{m=0}^{M-1 N-1} \hat{f}(m, n) w_{m}(x) w_{n}(y),
$$

where the number

$$
\hat{f}(m, n)=\int_{I^{2}} f(x, y) w_{m}(x) w_{n}(y) d x d y
$$

is $(m, n)$ th Walsh-Fourier coefficient.
Let $\rho_{0}:=r_{0}, \rho_{k}:=r_{n}$ if $2^{n} \leq k<2^{n+1}$. Then the $(N, M)$ th partial sums of the conjugate transforms is given by

$$
\tilde{S}_{n, m}^{(\alpha, \beta)}(f, x, y)=\sum_{k=0}^{M-1 N-1} \sum_{l=0} \rho_{k}(\alpha) \rho_{l}(\beta) \hat{f}(k, l) w_{k}(x) w_{l}(y) .
$$

The conjugate Fejér means of a function $f$ are defined be

$$
\tilde{\sigma}_{n, m}^{(\alpha, \beta)}(f, x, y):=\frac{1}{n m} \sum_{i=1}^{n} \sum_{j=1}^{m} \tilde{S}_{n, m}^{(\alpha, \beta)}(f, x, y) .
$$

It is simple to show that

$$
\tilde{\sigma}_{N, M}^{(\alpha, \beta)}(f, x, y)=\int_{I^{2}} f(t, u) \tilde{K}_{M}^{(\alpha)}(x \oplus t) \tilde{K}_{N}^{(\beta)}(y \oplus u) d t d u,
$$

where

$$
\begin{gathered}
\tilde{K}_{M}^{(\alpha)}(x):=\frac{1}{n} \sum_{j=1}^{M} \tilde{D}_{j}^{(\alpha)}(x), \\
\tilde{D}_{j}^{(\alpha)}(x):=\sum_{i=0}^{j-1} r_{i}(\alpha)\left(D_{2^{i+1}}(x)-D_{2^{i}}(x)\right)
\end{gathered}
$$

and $\oplus$ denotes dyadic addition (see $[9,14]$ ).

## 3. Main Results

The main results of this paper are presented in the following proposition.

Theorem 1 Let $L_{\mathbb{D}}\left(I^{2}\right)$ be an Orlicz space, such that

$$
L_{\Phi}\left(I^{2}\right) \nsubseteq L \ln ^{+} L\left(I^{2}\right) .
$$

Then the set of the functions from the Orlicz space $L_{\Phi}\left(I^{2}\right)$ with conjugate Fejŭr means $\tilde{\sigma}_{n, n}^{(2 / 3 / 2 / 3)} f$ convergent in measure on $I^{2}$ is of first Baire category in $L_{\Phi}\left(I^{2}\right)$.

Corollary 1 Let $\varphi:[0, \infty[\rightarrow[0, \infty[$ be a nondecreasing function satisfying for $x \rightarrow+\infty$ the condition

$$
\varphi(x)=o(x \log x) .
$$

Then there exists the function $f \in L\left(I^{2}\right)$ such that
a)

$$
\int_{I^{2}} \varphi(|f(x, y)|) d x d y<\infty ;
$$

b) conjugate Fejŭr means $\tilde{\sigma}_{n, n}^{(2 / 2 / 2 / 3)} f$ of the function $f$ diverges in measure
on $I^{2}$.

## 4. Auxiliary Results

Lemma 1 Let $x \in\left(\frac{1}{2^{l}}, \frac{1}{2^{l-1}}\right), l=1,2, \ldots, m$. Them

$$
\left|\square_{K_{2 m}}^{(2 / 3)}(x)\right| \geq \frac{c}{x} .
$$

Proof. Let

$$
\begin{aligned}
& \tilde{D}_{n}^{(\alpha)}(x):=\sum_{j=0}^{n-1} r_{j}(\alpha)\left(D_{2^{j+1}}(x)-D_{2^{j}}(x)\right) \\
& =\sum_{j=0}^{n-1}(-1)^{\alpha}{ }_{j}\left(D_{2^{j+1}}(x)-D_{2^{j}}(x)\right) \\
& =\sum_{j=0}^{n-1}(-1)^{\alpha} r_{j}(x) D_{2^{j}}(x) .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
& \sum_{k=0}^{n-1} \alpha_{k} r_{k}(x) D_{2^{k}}(x)=\sum_{k=0}^{n-1} \frac{1-(-1)^{\alpha} k}{2} r_{k}(x) D_{2^{k}}(x) \\
& =\frac{1}{2} \sum_{k=0}^{n-1} r_{k}(x) D_{2^{k}}(x)-\frac{1}{2} \sum_{k=0}^{n-1}(-1)^{\alpha} r_{k}(x) D_{2^{k}}(x) \\
& =\frac{1}{2}\left(D_{2^{n}}(x)-1\right)-\frac{1}{2} \tilde{D}_{n}^{(\alpha)}(x) .
\end{aligned}
$$

Hence

$$
\tilde{D}_{n}^{(\alpha)}(x)=D_{2^{n}}(x)-1-2 \sum_{k=0}^{n-1} \alpha_{k} r_{k}(x) D_{2^{k}}(x),
$$

$$
\begin{gathered}
\tilde{K}_{m}^{(\alpha)}:=\frac{1}{m} \sum_{n=1}^{m} \tilde{D}_{n}^{(\alpha)}(x)=\frac{1}{m} \sum_{n=1}^{m}\left(D_{2^{n}}(x)-1\right)-\frac{2}{m} \sum_{n=1}^{m} \sum_{k=0}^{n-1} \alpha_{k} r_{k}(x) D_{2^{k}}(x) \\
=\frac{1}{m} \sum_{n=1}^{m} D_{2^{n}}-1-\frac{2}{m} \sum_{k=0}^{m-1}(m-k) \alpha_{k} r_{k}(x) D_{2^{k}}(x)
\end{gathered}
$$

Let $x \in\left(\frac{1}{2^{l}}, \frac{1}{2^{l-1}}\right), l=1,2, \ldots, m$. Then from (1) we have

$$
\tilde{K}_{2 m}^{(\alpha)}(x)=\frac{1}{2 m} \sum_{n=1}^{l-1} D_{2^{n}}(x)-1-\frac{1}{m} \sum_{k=0}^{l-1}(2 m-k) \alpha_{k} r_{k}(x) D_{2^{k}}(x)
$$

It is evident that for $\alpha=\frac{2}{3}$ we have

$$
\alpha_{k}=\left\{\begin{array}{c}
1, k=2 j \\
0, k=2 j+1
\end{array}\right.
$$

Let $l$ is odd number. Then

$$
\begin{gathered}
\tilde{K}_{2 m}^{(2 / 3)}(x)=\frac{1}{2 m} \sum_{n=1}^{l-1} D_{2^{n}}(x)-1-\frac{1}{m} \sum_{k=0}^{(l-1) / 2}(2 m-2 k) r_{2 k}(x) D_{2^{2 k}}(x) \\
\left|\tilde{K}_{2 m}^{(2 / 3)}\right| \geq \frac{1}{m}(2 m-l) 2^{l-1}-\frac{1}{2 m} \sum_{n=1}^{l-1} D_{2^{n}}-1-\frac{1}{m} \sum_{k=0}^{(l-1) / 2-1}(2 m-2 k) 2^{2 k} \\
\geq 2^{l-1}-\frac{1}{2 m} 2^{l}-1-\frac{2^{l}}{3} \\
\geq c 2^{l} \\
\geq \frac{c}{x}
\end{gathered}
$$

Let $l$ is even number. Then

$$
\begin{aligned}
\left|\tilde{K}_{2 m}^{(2 / 3)}\right| \geq \frac{1}{m}(2 m & -l+2) 2^{l-2}-\frac{1}{2 m} \sum_{n=1}^{l-1} D_{2^{n}}-1-\frac{1}{m} \sum_{k=0}^{(l-2) / 2-1}(2 m-2 k) 2^{2 k} \\
& \geq 2^{l-2}-\frac{1}{2 m} 2^{l}-1-\frac{2^{l-1}}{3} \\
& \geq c 2^{l} \\
& \geq \frac{c}{x}
\end{aligned}
$$

Combining (2) and (3) we complete the proof of Lemma 1.
We apply the reasoning of [1] formulated as the following proposition in particular case.

Lemma 2 [1]Let $H: L^{1}\left(I^{2}\right) \rightarrow L^{0}\left(I^{2}\right)$ be a linear continuous operator, which commutes with family of translations $\mathrm{E}, i . e$. $\forall E \in \mathrm{E} \quad \forall f \in L^{1}\left(I^{2}\right) \quad H E f=E H f$. Let $\mathbb{I f}_{L^{1}\left(I^{2}\right)}=1$ and $\lambda>1$. Then for any $1 \leq r \in \mathrm{~N}$ under condition mes $\left\{(x, y) \in I^{2}:|H f|>\lambda\right\} \geq \frac{1}{r}$ there exist $E_{1}, \ldots, E_{r}, E_{1}^{\prime}, \ldots, E_{r}^{\prime} \in \mathrm{E}$ and $\varepsilon_{i}= \pm 1, \quad i=1, \ldots, r$ such that

$$
\operatorname{mes}\left\{(x, y) \in I^{2}: \left\lvert\, H\left(\sum_{i=1}^{r} \varepsilon_{i} f\left(E_{i} x, E_{i}^{\prime} y\right) \mid>\lambda\right\} \geq \frac{1}{8}\right.\right.
$$

Lemma 3 [18]Let $\left\{H_{m}\right\}_{m=1}^{\infty}$ be a sequence of linear continues operators, acting from Orlicz space $L_{\Phi}\left(I^{2}\right)$ in to the space $L^{0}\left(I^{2}\right)$. Suppose that there exists the sequence of functions $\left\{\xi_{k}\right\}_{k=1}^{\infty}$ from unit bull $S_{\Phi}(0,1)$ of space $L_{\Phi}\left(I^{2}\right)$, sequences of integers $\left\{m_{k}\right\}_{k=1}^{\infty}$ and $\left\{\nu_{k}\right\}_{k=1}^{\infty}$ increasing to infinity such that

$$
\varepsilon_{0}=\inf _{k} \operatorname{mes}\left\{(x, y) \in I^{2}:\left|H_{m_{k}} \xi_{k}(x, y)\right|>v_{k}\right\}>0
$$

Then $B$ - the set of functions $f$ from space $L_{\Phi}\left(I^{2}\right)$, for which the sequence $\left\{H_{m} f\right\}$ converges in measure to an a. e. finite function is of first Baire category in space $L_{\Phi}\left(I^{2}\right)$.

Lemma 4 [18]Let $L_{\Phi}$ be an Orlicz space and let $\varphi:[0, \infty) \rightarrow[0, \infty)$ be measurable function with condition $\varphi(x)=o(\Phi(x))$ as $x \rightarrow \infty$. Then there exists Orlicz space $L_{\omega}$, such that $\omega(x)=o(\Phi(x))$ as $x \rightarrow \infty$, and $\omega(x) \geq \varphi(x)$ for $x \geq c \geq 0$.

## 5. Proof of the Theorem

Proof of Theorem 1. By Lemma 3 the proof of Theorem 1 will be complete if we show that there exists sequences of integers $\left\{m_{k}: k \geq 1\right\}$ and $\left\{v_{k}: k \geq 1\right\}$ increasing to infinity, and a sequence of functions $\left\{\xi_{k}: k \geq 1\right\}$ from the unit bull $S_{\Phi}(0,1)$ of Orlicz space $L_{\Phi}\left(I^{2}\right)$, such that for all $k$

$$
\begin{equation*}
\operatorname{mes}\left\{(x, y) \in I^{2}:\left|\tilde{\sigma}_{2_{m_{k}}}^{(2 / 2 / 2 / 3)}, 2_{m_{k}}\left(\xi_{k} ; x, y\right)\right|>v_{k}\right\} \geq \frac{1}{8} . \tag{4}
\end{equation*}
$$

First we prove that there exists $c>0$ such that

$$
\begin{equation*}
\operatorname{mes}\left\{(x, y) \in I^{2}:\left|\tilde{\sigma}_{2 m}^{(2 / 3,2 / 3)},{ }_{2 m}\left(D_{2^{2 m}} \otimes D_{2^{2 m}} ; x, y\right)\right|>2^{m}\right\}>c \frac{m}{2^{m}} . \tag{5}
\end{equation*}
$$

Denote

$$
G_{m}=\bigcup_{l=1}^{m}\left(\frac{1}{2^{l}}, \frac{1}{2^{l-1}}\right) .
$$

Since

$$
\tilde{\sigma}_{2 m, 2 m}^{(2 / 3,2 / 3)}\left(D_{2^{2 m}} \otimes D_{2^{2 m}}, x, y\right)=\tilde{F}_{2 m}^{(2 / 3)}(x) \tilde{F}_{2 m}^{(2 / 3)}(y),
$$

then for $(x, y) \in G_{m} \times G_{m}$ we have from Lemma 1 the following estimation

$$
\left|\tilde{\sigma}_{2 m, 2 m}^{(2 / 3 / 2 / 3)}\left(D_{2^{2 m}} \otimes D_{2^{2 m}}, x, y\right)\right|=\left|\tilde{F}_{2 m}^{(2 / 3)}(x) \tilde{F}_{2 m}^{(2 / 3)}(y)\right| \geq \frac{c}{x y} .
$$

It is easy to show that

$$
\begin{aligned}
& \operatorname{mes}\left\{(x, y) \in I^{2}:\left|\tilde{\sigma}_{2 m, 2 m}^{(2 / 3,2 / 3)}\left(D_{2^{2 m}} \otimes D_{2^{2 m}}, x, y\right)\right|>c 2^{m}\right\} \\
& \geq \operatorname{mes}\left\{(x, y) \in G_{m} \times G_{m}:\left|\tilde{\sigma}_{2 m, 2 m}^{(2 / 3 / 2 / 3)}\left(D_{2^{2 m}} \otimes D_{2^{2 m}}, x, y\right)\right|>c 2^{m}\right\} \\
& \geq \operatorname{mes}\left\{(x, y) \in: \frac{c}{x y}>c 2^{m}\right\} \\
& \geq c \sum_{l=1}^{m} \sum_{s=m-l}^{m} \frac{1}{2^{s+l}} \geq \frac{c m}{2^{m}}
\end{aligned}
$$

Hence (5) is proved.
From the condition of the theorem we write [11]

$$
\liminf _{u \rightarrow \infty} \frac{\Phi(u)}{u \log u}=0 .
$$

Consequently, there exists a sequence of integers $\left\{m_{k}\right\}_{k=1}^{\infty}$ increasing to infinity, such that

$$
\lim _{k \rightarrow \infty} \Phi\left(2^{2 m_{k}}\right) 2^{-2 m_{k}} m_{k}^{-1}=0, \quad \Phi\left(2^{2 m_{k}}\right) \geq 2^{2 m_{k}}, \quad \forall k .
$$

From (5) we write

$$
\operatorname{mes}\left\{(x, y) \in I^{2}:\left|\tilde{\sigma}_{2 m_{k}, 2 m_{k}}^{(2 / 2,2 / 3)}\left(D_{2^{2 m_{k}}} \otimes D_{2^{2 m_{k}}}, x, y\right)\right|>c 2^{m_{k}}\right\}>c \frac{m_{k}}{2^{m_{k}}} .
$$

Then by the virtue of Lemma 2 there exists $e_{1}, \ldots, e_{r}, e_{1}^{\prime}, \ldots, e_{r}^{\prime} \in[0,1]$ and $\varepsilon_{1}, \ldots, \varepsilon_{r}= \pm 1$ such that

$$
\begin{aligned}
& \text { mes }\left\{(x, y) \in I^{2}:\left|\sum_{i=1}^{r} \varepsilon_{i} \tilde{\sigma}_{2 m_{k}, 2 m_{k}}^{(2 / 2,2 / 3)}\left(D_{2^{2 m_{k}}} \otimes D_{2^{2 m_{k}}}, x \oplus e_{i}, y \oplus e_{i}^{\prime}\right)\right|>2^{m_{k}}\right\}>\frac{1}{8}, \\
& \text { where } r=\left[\frac{2^{m_{k}}}{c m_{k}}\right]+1 .
\end{aligned}
$$

Denote

$$
v_{k}=\frac{2^{3 m_{k}-1}}{r \Phi\left(2^{2 m_{k}}\right)}
$$

and

$$
\xi_{k}(x, y)=\frac{2^{2 m_{k}-1}}{\Phi\left(2^{2 m_{k}}\right)} M_{k}(x, y)
$$

where

$$
M_{k}(x, y)=\frac{1}{r} \sum_{i=1}^{r} \varepsilon_{i} D_{2 m_{k}}\left(e_{i} \oplus x\right) D_{2 m_{k}}\left(e_{i}^{\prime} \oplus y\right) .
$$

Thus, we obtain (4).
Moreover, since $\Phi$ is convex, we have $\xi_{k} \in S_{\Phi}(0,1)$. Indeed, the estimation $\boldsymbol{M}_{k_{L^{\infty}\left(I^{2}\right)}} \leq 2^{4 m_{k}}$ and $\boldsymbol{M}_{k^{\prime}} \prod_{L^{1}\left(I^{2}\right)} \leq 1$ implies

$$
\Gamma_{k} \Pi_{L_{\Phi}\left(I^{2}\right)} \leq \frac{1}{2}\left[1+\int_{I^{2}} \Phi\left(\frac{2^{2 m_{k}}\left|M_{k}(x, y)\right|}{\Phi\left(2^{2 m_{k}}\right)}\right) d x d y\right] \leq 1 .
$$

Theorem 1 is proved.
The validity of Corollary 1 follows immediately from Theorem 1 and Lemma 4.

We note that $\alpha=\beta=\frac{2}{3}$ implies that

$$
\sum_{i=1}^{\infty}\left|\alpha_{i}-\alpha_{i-1}\right|=+\infty
$$

and

$$
\sum_{i=1}^{\infty}\left|\beta_{i}-\beta_{i-1}\right|=+\infty
$$

If series (6) and (7) are finite then it easy to show that $\tilde{\sigma}_{n, m}^{(\alpha, \beta)}(f)$ converge of the metric of space $L\left(I^{2}\right)$ for every $f \in L\left(I^{2}\right)$, in particular converge in measure for every $f \in L\left(I^{2}\right)$.

We can now formulate the following
Problem 1 Whether the conditions (6) and (7) guarantees justice of Theorem 1 and Corollary 1?
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## ILIA TAVKHELIDZE

## ABOUT SOME GEOMETRIC CHARACTERISTIC OF THE GENERALIZED MOBIUS LISTING'S SURFACES $G M L_{2}^{n}$ AND ITS CONNECTIONS WITH SET OF RIBBON LINKS


#### Abstract

We consider the cutting process of a Generalized Möbi-us-Listing's surfaces $G M L_{2}^{n}$ along a set of lines "parallel" to its "basic line". We show connection of the resulting mathematical objects with the set of Ribbon knots and links.
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Key words and phrases. Möbius strip, Möbius-Listing's surfaces, First fundamental form, Second fundamental form, Mean curvature, Gaussian Curvature, Hyperbolic point, Parabolic point, Knots, Links, Ribbon links.

## 1. Introduction

In previous articles [1-5] a wide class of geometric figures - "Generalized Twisting and Rotated" bodies (sometimes called "surface of Revolution" see [9]) - shortly $G T R_{m}^{n}$ - was defined through their analytic representation. In particular cases, this analytic representation gives back many classical objects (torus, helicoid, helix, Möbius strip ... etc.). Aim of this article is to consider some geometric properties of a wide subclass of the already defined surfaces, by using their analytical representation. In previous articles [1-5] a set of the Generalized Möbius Listing's bodies - shortly $G M L_{m}^{n}$, which are a particular case of the $G T R_{m}^{n}$ bodies, have been defined. In the present paper we show some geometric properties of

Generalized Twisting and Rotated - surfaces and relationships between the set and the sets of Ribbon Knots and Links.

## 2. Notations and Definitions

In this article we use following notations:

- $X, Y, Z$, or $x, y, z$ - is the ordinary notation for coordinates;
- $\tau, \psi, \theta$ - are space values (local coordinates or parameters in parallelogram);

1. $\tau \in\left[\tau_{*}, \tau^{*}\right]$, where $\tau_{*} \leq \tau^{*}$ usually are non-negative constants;
2. $\psi \in[0,2 \pi]$;
3. $\theta \in[0,2 \pi h]$, where $h \in R$ (Real);
(1)

But sometimes, as a special case, we suppose that
$\tau \in\left[-\tau^{*}, \tau^{*}\right]$

- $P_{m} \equiv A_{1} A_{2} \ldots A_{m}$ - denotes an "Plane figure with $m$ symmetry", in particular $P_{m}$ is a "regular polygon" and $m$ is the number of its angles or vertices. In the general case the edges of "regular polygons" are not always straight lines $\left(A_{i} A_{i+1}\right.$ may be, for example: edge of epicycloid, or edge of hypocycloid, or part of lemniscate of Bernoulli, and so on) (see e.g. Fig. 1f);
- $P R_{m} \equiv A_{1} A_{2} \ldots A_{m} A_{1}^{\prime} A_{2}^{\prime} \ldots A_{m}^{\prime}$ denotes an orthogonal prism, whose ends $A_{1} A_{2} \ldots A_{m}$ and $A_{1}^{\prime} A_{2}^{\prime} \ldots A_{m}^{\prime}$ are "Plane m-symmetric figures" $P_{m}$ (see e.g. Fig. 1b);

For example:

- $P R_{0}$ - is a segment and $P_{0}$ is a point;
- $P R_{1}$ - is an orthogonal cylinder, whose cross section is a $P_{1}$ plane figure without symmetry;
- $P R_{2} \equiv A_{1} A_{2} A_{1}^{\prime} A_{2}^{\prime}$ is a rectangle, if $P_{2} \equiv A_{1} A_{2}$ is a segment of straight line; but also $P R_{2}$ maybe a cylinder with cross section $P_{2}$ (ellipse, or lemniscate of Bernoulli and so on);
- $P R_{\infty}$ - is an orthogonal cylinder, whose cross section is a $P_{\infty}{ }^{-}$ circle.

$$
\begin{equation*}
x=p(\tau, \psi), \quad z=q(\tau, \psi) \tag{2}
\end{equation*}
$$

or

$$
\begin{align*}
& x=p(\tau, \psi) \cos \psi \\
& z=p(\tau, \psi) \sin \psi \tag{*}
\end{align*}
$$

are the analytic representations of a "Plane figure with $m$ symmetry" $P_{m}$, usually $p(0,0)=q(0,0)=0$ and the point $(0,0)$ is the center of symmetry of this polygon (see [1-5]).

For example, when the function $p(\tau, \psi)$ in formula $\left(2^{*}\right)$ has the form

$$
\begin{equation*}
p(\tau, \psi) \equiv \tau \sum_{i=0}^{m-1} \varepsilon\left(\psi-\psi_{i}\right) \tag{2’}
\end{equation*}
$$

where the arguments $\tau$ and $\psi$ are defined in (1); $\psi_{i} \in[0,2 \pi)$ are some constants for each $i=\overline{1, m-1}$, with $\psi_{i} \neq \psi_{j}$ if $i \neq j$, and

$$
\varepsilon\left(\psi-\psi_{i}\right) \equiv \begin{cases}0 & \text { if } \psi=\psi_{i} \\ 1 & \text { if } \psi \neq \psi_{i}\end{cases}
$$

then the corresponding plane figure $P_{m}$ (some time in this article $\left.P_{m}^{*}\right)$ is:

1. a "simple star" with $m$ "wings" or "vertices" when $\tau_{*} \equiv 0$ (see e.g. Fig. 1.a. $\overline{i=0,6}$ );
2. a set of $m$ segments of straight lines lying on the radiuses of a circle centered at the origin when $\tau_{*}>0$ (see e.g. Fig. 1.e.)).

Conclusion 1. In the case when $\psi_{i} \equiv \frac{2 \pi i}{m}, i=\overline{0, m-1}$, then $P_{m}^{*}$ is a "Regular simple star" (see Figs. 1 b., d., c. );

- if $m=2$ and $\tau_{*} \equiv 0$, then $\left(2^{\prime}\right)$ is a representation of $P_{2}^{*}$ (see e.g. Fig. 1.c.)), which is a segment of straight line $\left[-\tau^{*}, \tau^{*}\right]$. In this particular case we set

$$
\begin{equation*}
p(\tau, \psi) \equiv \tau \tag{**}
\end{equation*}
$$

where the "argument" $\tau$ satisfies (1*);


- $D(p, q)$ or $D(p)$ - diameter of plane figure $P_{m}$;
- $O O^{\prime}$ - axis of symmetry of the prism $P R_{m}$;
- $L_{\rho}$ - Family of lines situated on the plane, whose parametric representations are

$$
\begin{aligned}
L_{\rho}= & \left\{\begin{array}{c}
X=f_{1}(\rho, \theta) \\
Y=f_{2}(\rho, \theta)
\end{array} \quad \rho \in\left[0, \rho^{*}\right), \quad \theta \in[0,2 \pi h], \quad h \in Z\right. \\
& \text { or }
\end{aligned}
$$

$$
L_{\rho}=\left\{\begin{array}{c}
X(\rho, \theta)=\rho_{1}(\theta) \cos \theta  \tag{*}\\
Y(\rho, \theta)=\rho_{2}(\theta) \sin \theta
\end{array}\right.
$$

We assume the following hypotheses:
i) For any parameters $\rho_{1}, \rho_{2} \in\left[0, \rho^{*}\right], \rho_{1} \neq \rho_{2}$, the lines $L_{\rho_{1}}$ and $L_{\rho_{2}}$ have not intersection.
ii) If $L_{\rho}$ is a closed curve, then for every fixed $\rho \in\left[0, \rho^{*}\right] f_{i}$ - are $2 p$-periodic functions $f_{i}(\rho, \theta+2 \pi)=f_{i}(\rho, \theta),(i=1,2)$.

- $g(\theta)$ - be an arbitrary sufficiently smooth function
$g(\theta):[0,2 h \pi] \rightarrow[0,2 h \pi]$
and if $h=1$, then for every $\Theta \in[0,2 \pi]$ there exists $\theta \in[0,2 \pi]$, such that $\Theta=g(\theta)$;
- $\bmod _{m}(n)$ - natural number $<m$; for every two numbers $m \in N$ (natural) and $n \in Z$ (integer) there exists a unique representation $\quad n=k m+j \equiv k m+\bmod _{m}(n), \quad$ where $\quad k \in Z$ and $j \equiv \bmod _{m}(n) \in N \cup\{0\} ;$
- $\mu \equiv\left\{\begin{array}{cc}n / m, & \text { when } m \in N \text { and } n \in Z \\ n & \text { when } m=\infty \text { and } n \in Z \quad(\text { or } n \in R \text { (Real)) }\end{array}\right.$
- Generalized Twisting and Rotated bodies - shortly $G T R_{m}^{n}$ (sometimes called "Surfaces of revolution" see[9]) are defined by the parametric representations:

$$
\begin{align*}
& X(\tau, \psi, \theta)=f_{1}[[R+p(\tau, \psi) \cos (\mu g(\theta))-q(\tau, \psi) \sin (\mu g(\theta))], \theta) \\
& Y(\tau, \psi, \theta)=f_{2}([R+p(\tau, \psi) \cos (\mu g(\theta))-q(\tau, \psi) \sin (\mu g(\theta))], \theta)  \tag{6}\\
& Z(\tau, \psi, \theta)=Q(\theta)+p(\tau, \psi) \sin (\mu g(\theta))+q(\tau, \psi) \cos (\mu g(\theta)),
\end{align*}
$$

or
$X(\tau, \psi, \theta)=\left[\rho_{1}(\theta)+p(\tau) \cos (\psi+\mu g(\theta))\right] \cos (\theta)$
$Y(\tau, \psi, \theta)=\left[\rho_{2}(\theta)+p(\tau) \cos (\psi+\mu g(\theta))\right] \sin (\theta)$
$Z(\tau, \psi, \theta)=Q(\theta)+p(\tau) \sin (\psi+\mu g(\theta))$,
where, respectively:

- the arguments $(\tau, \psi, \theta)$ are defined in (1);
- the functions $f_{1}$ and $f_{2}$ or $\rho_{1}(\theta)$ and $\rho_{2}(\theta)$ in (3) or (3*) define the $L_{R}$ "Shape of plane basic line", more precisely "Shape of orthogonal projection on the plane XOY of the basic line" of corresponding body (see e.g.: circle in - Figs. 2b, 2c, 2g; ellips in - Fig. 2e; spiral in - Figs. 2d, 2f, 2i and square in - Fig. 2h. );
- $R$ is a some fixed real number, which defines the "Radius" of the "plane basic line" $L_{R}$;
- Functions $p(\tau, \psi)$ and $q(\tau, \psi)$ or $p(\tau)$ in (2) or (2*) define the "Shape of the radial cross section" of corresponding figure. In general case this functions may be depends from arguments $\psi$ (see for example (2') ) and $\theta$, i.e. "Shape of the radial cross section" depends from the "place" of this cross section (see e.g. Fig 2i.);
- The function $g(\theta)$ from (4) defines the "Rule of twisting around basic line";
- The number $\mu$ in (5) defines the "Characteristic of twisting";
- $Q(\theta)$ is a smooth function which defines the "Law of vertical stretching of figure".

Therefore, this parametric representation defines a $G T R_{m}^{n}$ body (some examples are shown in Fig. 2) with the following restrictions:

1) The $O O^{\prime}$-axis of symmetry (middle line) of the prism $P R_{m}$ is transformed into a "Basic line" (sometimes called "Profile curve") $\left(L_{R}, Q(\theta)\right.$ );
2) Rotation at the end of the prism (2) or $\left(2^{*}\right)$ is semi-regular along the middle line $O O^{\prime}$, or the twisting of the shape of radial cross section around the basic line is semi-regular (depending from $g(\theta)$ ).


- Generalized Möbius Listing's body - shortly $G M L_{m}^{n}$ - is obtained by identifying the opposite ends of the prism $P R_{m}$ in such a way that:
A) For any integer $n \in Z$ and $i=1, \ldots, m$ each vertex $A_{i}$ coincides with $A_{i+n}^{\prime} \equiv A_{\text {mod }_{m}(i+n)}^{\prime}$, and each edge $A_{i} A_{i+1}$ coincides with the edge

$$
A_{i+n}^{\prime} A_{i+n+1}^{\prime} \equiv A_{m o d_{m}(i+n)}^{\prime} A_{\bmod _{m}(i+n+1)}^{\prime}
$$

correspondingly;
B) The integer $n \in Z$ denotes the number of rotations of the end of the prism with respect to the axis $O O^{\prime}$ before the identification. If $n>0$, the rotations are counter-clockwise, and if $n<0$ then rotations are clockwise. Some particular examples of $G M L_{m}^{n}$ and its graphical realizations can be found in [2-5] (see e.g. Fig 2e.).


Conclusion 2. We can assert that:
a.) The $G M L_{m}^{n}$ body is a particular case of the $G T R_{m}^{n}$ body.
b.) The basic line $L_{R}$ of a $G M L_{m}^{n}$ body, is always a closed line and the number $\mu$ is such that the boundary of this body is a closed surface (see [2]).
c.) The functions $f_{1}, f_{2}, \rho_{1}(\theta), \rho_{2}(\theta), Q(\theta)$ in parametric representation (6) and ( $6^{*}$ ) of a $G M L_{m}^{n}$ body are always $2 \pi$-periodic functions (see e.g. Fig. 3a) or $Q(\theta) \equiv 0$, (some examples are shown in Figs. 3).

- Some additional information about the classification of $G R T_{m}^{n}$ bodies are reported in [2,4].


## 1. Some Geometric properties of a "Regular" $G M L_{2}^{n}$ surfaces.

In this part of our article we study some geometric characteristic of a `Regular" Generalized Möbius-Listing's surfaces $G M L_{2}^{n}$, with circle as basic line. This means that the parametric representations of these surfaces (6) or ( $6^{*}$ ) have the following simple form

$$
\begin{align*}
& X(\tau, \theta)=\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \cos (\theta) \\
& Y(\tau, \theta)=\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \sin (\theta)  \tag{7}\\
& Z(\tau, \theta)=\tau \sin \left(\psi+\frac{n \theta}{2}\right)
\end{align*}
$$

where, respectively:

- R - radius of basic circle - is constant (see e.g. Figs. 4a., 4b., 4c.);
- In the general case (6) $\tau$, defined in (1), is variable, but now, according to the notation (2**) (Corollary 1.), the argument $\tau$ always belongs to the interval $\left[-\tau^{*}, \tau^{*}\right]$, see $\left(1^{*}\right)$ where $\tau^{*}<R$ is some nonnegative constant. So that, when $n=1$ formula (7) is the classical (well known) form of analytic representation of the Möbius strip ([2],[9]). Actually, $2 \tau^{*}$ is the width of the surface $G M L_{2}^{n}$;
- the variable $\theta$ is defined in (1) and in this case $h \equiv 1$, i.e. $\theta \in[0,2 \pi] ;$
- The "rule of twisting around basic line" is "Regular", i.e. the function, which is defined by eq. (4) is $g(\theta) \equiv \theta$;
- $n$ - the "Number or twisting" of $G M L_{2}^{n}$ - is an arbitrary integer number, i.e. the number defined by eq. (5) is $\mu \equiv n / 2$ (see e.g. $n=1-$ "Möbius strip" Fig. 4a; $n=2$ Fig. 4b; $n=14$ Fig. 4c; $n=6$ Fig. 4d; $n=0$ - Figs. $4 \mathrm{e}, 4 \mathrm{f}, 4 \mathrm{~g}, 4 \mathrm{~h}, 4 \mathrm{i}, 4 \mathrm{j}$.$) ;$
- in the present case, $\psi$ is a constant defined in (1) (but when $n=0$, the number $\psi$ in eq. (7) defines even the type of the corresponding surface, for example: if $\psi=0$, then the "Regular" Generalized Möbius-Listing's surfaces $G M L_{2}^{0}$, with basic line a circle, is a Ring $\left(R>\tau^{*}\right)$ (see. e.g. Fig. 4e) or Disk $\left(R=\tau^{*}\right)$ (see. e.g. Fig. 4 g ), and if $\psi=\frac{\pi}{2}$, then $G M L_{2}^{0}$ is a cylinder (see. e.g. Fig. 4h), in other cases these surfaces are cones or truncated cones (see. e.g. Fig. 4i) (see [3-6])).



Remark 1 Note that:
a.) For every integer number $n$ eq. (7) defines a one to one correspondence between the strip $\left[-\tau^{*}, \tau^{*}\right] \times[0,2 \pi)$ and the surface $G M L_{2}^{n}$.
b.) If $n$ is an even number, then each function $(X, Y, Z)$ in the representation (7) is a $2 \pi$-periodic function of the $\operatorname{argument} \theta$.
c.) If $n$ is a odd number, then each function $(X, Y, Z)$ in the representation (7) is a $4 \pi$-periodic function satisfying the following properties (Möbius property, see [8])

$$
\begin{equation*}
(X(\tau, \theta+2 \pi) ; Y(\tau, \theta+2 \pi) ; Z(\tau, \theta+2 \pi))=(X(-\tau, \theta) ; Y(-\tau, \theta) ; Z(-\tau, \theta)) \tag{*}
\end{equation*}
$$

According to the representation (7), the tangential vectors of the "Regular" Generalized Möbius-Listing's surface $G M L_{2}^{n}$, with circle as basic line, are correspondingly

$$
\begin{equation*}
\bar{r}_{\tau}=\left\{\cos \left(\psi+\frac{n \theta}{2}\right) \cos (\theta) ; \cos \left(\psi+\frac{n \theta}{2}\right) \sin (\theta) ; \sin \left(\psi+\frac{n \theta}{2}\right)\right\} \tag{8}
\end{equation*}
$$

and

$$
\bar{r}_{\theta}=\left\{\begin{array}{c}
-\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \sin (\theta)-\frac{m}{2} \sin \left(\psi+\frac{n \theta}{2}\right) \cos (\theta) ;  \tag{9}\\
{\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \cos (\theta)-\frac{m}{2} \sin \left(\psi+\frac{n \theta}{2}\right) \sin (\theta) ;} \\
\frac{m}{2} \cos \left(\psi+\frac{n \theta}{2}\right)
\end{array}\right\} .
$$

It is easy to check, that the scalar product of these two vectors (8) and (9) is

$$
\left(\bar{r}_{\tau}, \bar{r}_{\theta}\right)=0 .
$$

Remark 2 For any integer number $n$ two tangential vectors of a regular $G M L_{2}^{n}$, with circle as basic line, are always orthogonal, i.e. the local system of coordinates $(\tau, \theta)$ in this surface is an orthogonal system.

Also we may check that
$\frac{\partial(x, y)}{\partial(\tau, \theta)}=\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \cos \left(\psi+\frac{n \theta}{2}\right) ;$
$\frac{\partial(z, x)}{\partial(\tau, \theta)}=-\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \sin \left(\psi+\frac{n \theta}{2}\right) \sin (\theta)-\frac{m n}{2} \cos (\theta)$;
$\frac{\partial(y, z)}{\partial(\tau, \theta)}=-\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right] \sin \left(\left(\psi+\frac{n \theta}{2}\right) \cos (\theta)+\frac{\pi n}{2} \sin (\theta) ;\right.$
and the module of the vector product of these two vectors is

$$
\begin{equation*}
\left|\bar{r}_{\tau} \times \bar{r}_{\theta}\right|=\sqrt{\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{4}} \tag{11}
\end{equation*}
$$

Therefore, the we may rewrite unit normal vector of a "Regular" Generalized Möbius-Listing's surfaces $G M L_{2}^{n}$.

Remark 3 Note that:
a.) If $n$ is an even number, then the unit normal vector $\bar{v}(\tau, \theta)$ is a $2 \pi$-periodic vector and consequently the $G M L_{2}^{n}$ body is a two-sided
surface; i.e. to each point of the $G M L_{2}^{n}$ corresponds one (external or internal) normal vector of this surface;
b.) If $n$ is a odd number, then the unit normal vector $\bar{v}(\tau, \theta)$ is a $4 \pi$-periodic vector function, with the Möbius property

$$
\begin{equation*}
\overleftarrow{v}(\tau, \theta+2 \pi)=-\overleftarrow{v}(\tau, \theta) \tag{12}
\end{equation*}
$$

so that the $G M L_{2}^{n}$ is a one-sided surfaces; i.e. to each point of the $G M L_{2}^{n}$ surface correspond two normal vectors to this surface and, by the geometric point of view, it is impossible to "distinguish" the external from the internal normal vector to this surface.

The first fundamental form of a regular generalized MöbiusListing's surfaces $G M L_{2}^{n}$, with circle as basic line, is given by

$$
\begin{align*}
& E(\tau, \theta)=1 \\
& F(\tau, \theta)=0  \tag{13}\\
& G(\tau, \theta)=\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{4}
\end{align*}
$$

so that, it is very easy to see that
Remark 4 Each point of the corresponding surface (7) is regular, i.e, for each point $(\tau, \theta)$ the corresponding forms satisfy the conditions: $E(\tau, \theta)>0, G(\tau, \theta)>0$ and $E G-F^{2}>0$.

The second fundamental form of a regular generalized MöbiusListing's surfaces $G M L_{2}^{n}$, with circle as basic line, is given by

$$
\begin{align*}
& L(\tau, \theta)=0 ; \\
& M(\tau, \theta)=\frac{n R}{2 \sqrt{\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{4}}} ; \\
& N(\tau, \theta)=\frac{\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{2}}{\sqrt{\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{4}}} \sin \left(\psi+\frac{n \theta}{2}\right) . \tag{14}
\end{align*}
$$

So that we may rewrite the mean and Gaussian curvatures of a regular $G M L_{2}^{n}$, with circle as basic line, in the form

$$
\begin{equation*}
H(\tau, \theta)=\frac{\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{2}}{\left(\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\frac{(n \tau)^{2}}{4}\right)^{\frac{3}{2}}} \sin \left(\psi+\frac{n \theta}{2}\right) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
K(\tau, \theta)=\frac{-n^{2} R^{2}}{4\left(\left[R+\tau \cos \left(\psi+\frac{n \theta}{2}\right)\right]^{2}+\tau^{2} n^{2}\right)^{2}} . \tag{16}
\end{equation*}
$$

Remark 5 Each point of Regular generalized Möbius-Listing's surfaces $G M L_{2}^{n}$, with circle as basic line, is:
a.) Hyperbolic (saddle) point if the number $n \neq 0$, i.e. always $K(\tau, \theta)<0$;
b.) Parabolic point if the number $n \equiv 0$, i.e. always $K(\tau, \theta) \equiv 0$;

## 4. Relations between the set of Generalized Möbius-Listing's Surfaces and the sets of Knots and Links

We use the following definitions and notations:
Definition 1. A closed line (similar to the basic or border's line) which is situated on a GML ${ }_{2}^{n}$ and is "parallel" to the basic (or border's) line of the GML ${ }_{2}^{n}$ - i.e. the distance between this line and basic or border's lines is constant - is called a "Slit line" or shortly an " $\mathbf{s}$ line" (see e.g. Fig. 5.d.).

- If the distance between an s-line and the basic line is zero, then this s-line coincides with the basic line (and sometimes is called "Bline")(see e.g. Fig. 5.c.).


Definition 2. A domain situated on the surface $G M L_{2}^{n}$ and such that its border's lines are slit lines, is called a "Slit zone" or shortly an "s-zone".

- The distance between the border's lines of an s-zone is the "width" of this s-zone.
- If an s-zone's width equals to zero, then this zone reduces to an s-line.

Definition 3. If the "B-line" is properly contained inside a "Slit zone" - i.e. his distance to the border's lines is strictly positive - then this "Slit zone" will be called a "B-zone".

Definition 4 The "process of cutting" or shortly the "cutting" is always realized belong some s-lines and produces the vanishing (i.e. elimination) of the corresponding $s$-zone (which eventually reduces to an $s$-line)

- If a $G M L_{2}^{n}$ surface is cut along an s-line (sometimes $\xrightarrow{1}$ ), then the corresponding vanishing zone will be called an $\mathbf{s}$-slit (see e.g. Figs. 5.a., 5.b., 5.e.).

- If a $G M L_{2}^{n}$ surface is cut along its B-line (sometimes ) $\xrightarrow{B}$, then the corresponding vanishing zone will be called a B-slit (see e.g. Fig. 5.d.).
- If the vanishing zone - after an $\mathbf{s}$-slit (a B-slit) - is given by an " s zone" (a "B-zone"), then the cutting process will be called an $\mathbf{s}$ -zone-slit (a B-zone-slit).
- If $G M L_{2}^{n}$ surface is cut $(\mathrm{k}+1)$-times along $(\mathrm{k}+1), \mathrm{k}=0,1,2, \ldots$, different s -lines and none of them coincides with the B -line ( for this process we use the symbolic notation $\xrightarrow{k+1}$ ), then the resulting object is called a $(\mathbf{k}+\mathbf{1})$-slitting $G M L_{2}^{n}$, and the corres-
ponding vanishing zones are ( $\mathbf{k}+\mathbf{1}$ )-slits. In this case the cutting processis called a ( $\mathbf{k}+\mathbf{1}$ )-zone-slits.
- If $G M L_{2}^{n}$ surface is cut $(\mathrm{k}+1)$-times along $(\mathrm{k}+1), \mathrm{k}=0,1,2, \ldots$, different s-lines and one of this line coincides with the B-line ( for this process we use the symbolic notation $\xrightarrow{B+k}$ ), then the resulting object is called a ( $\mathbf{B}+\mathbf{k}$ )-slitting $G M L_{2}^{n}$, and the corresponding vanishing zones are ( $\mathbf{B}+\mathbf{k}$ )-slits. In this case the cutting processis called a $(\mathbf{B}+\mathbf{k})$-zone-slits.
- For each natural number k the segment $\left[0, \tau^{*}\right]$ is divided by one of the following rules:

$$
\begin{align*}
& \tilde{\tau}_{2 j} \equiv j \cdot\left(\frac{\tau^{*}-\varepsilon}{k+1}+\frac{\varepsilon}{k}\right) \quad j=0,1, \ldots, k ;  \tag{17}\\
& \tilde{\tau}_{2 j+1} \equiv(j+1) \cdot \frac{\tau^{*}-\varepsilon}{k+1}+j \cdot \frac{\varepsilon}{k} \quad j=0,1, \ldots, k ;
\end{align*}
$$

or

$$
\begin{align*}
& \hat{\tau}_{2 j} \equiv \frac{j \tau^{*}}{k} \quad j=0,1, \ldots, k ;  \tag{18}\\
& \hat{\tau}_{2 j+1} \equiv \frac{j \tau^{*}+\varepsilon}{k} \quad j=0,1, \ldots, k-1,
\end{align*}
$$

where $\varepsilon \in\left[0, \tau^{*}\right)$ is a real number.

- For each natural number $k$ the domain of definition $T \equiv\{[-$ $\left.\left.\tau^{*}, \tau^{*}\right] \times[0,2 \pi]\right\}$ (see (2)) of the reprezentation formula (7) is divided by one of the following rules:

$$
\begin{align*}
& T=\tilde{T}_{k} \cup \tilde{T}_{k}^{\varepsilon} \\
& \tilde{T}_{k} \equiv\left\{\left[-\tilde{\tau}_{1}, \tilde{\tau}_{1} \bigcup_{j=1}^{k}\left[\tilde{\tau}_{2 j}, \tilde{\tau}_{2 j+1}\right] \cup\left[-\tilde{\tau}_{2 j+1},-\tilde{\tau}_{2 j}\right]\right\} \times[0,2 \pi)^{\prime}\right.  \tag{19}\\
& \tilde{T}_{k}^{\varepsilon} \equiv\left\{\bigcup_{j=1}^{2 k-1}\left[\tilde{\tau}_{2 j-1}, \tilde{\tau}_{2 j}\right] \cup\left[-\tilde{\tau}_{2 j},-\tilde{\tau}_{2 j-1}\right]\right\} \times[0,2 \pi)^{\prime}
\end{align*}
$$

or

$$
\begin{align*}
& T=\hat{T}_{B, k} \cup \hat{T}_{B, k}^{\varepsilon} \\
& \hat{T}_{B, k} \equiv\left\{\bigcup_{j=1}^{2 k-1}\left[\hat{\tau}_{2 j-1}, \hat{\tau}_{2 j}\right] \cup\left[-\hat{\tau}_{2 j},-\hat{\tau}_{2 j-1}\right]\right\} \times[0,2 \pi)^{\prime}  \tag{20}\\
& \left.\hat{T}_{B, k}^{\varepsilon} \equiv\left\{\left[-\hat{\tau}_{1}, \hat{\tau}_{1}\right]\right]_{j=1}^{k}\left[\hat{\tau}_{2 j}, \hat{\tau}_{2 j+1}\right] \cup\left[-\tilde{\tau}_{2 j+1},-\tilde{\tau}_{2 j}\right]\right\} \times[0,2 \pi)^{\prime} \\
& \quad \text { or } \\
& T=\tilde{T}_{k}^{*} \cup \tilde{T}_{k}^{\varepsilon, *} \\
& \tilde{T}_{k}^{*} \equiv\left\{\left[-\tau^{*}, \tilde{\tau}_{1}\right]_{j=1}^{k}\left[\tilde{\tau}_{2 j}, \tilde{\tau}_{2 j+1}\right]\right\} \times[0,2 \pi)^{\prime}  \tag{21}\\
& \tilde{T}_{k}^{\varepsilon,,^{*}} \equiv\left\{\bigcup_{j=1}^{2 k-1}\left[\tilde{\tau}_{2 j-1}, \tilde{\tau}_{2 j}\right]\right\} \times[0,2 \pi)^{\prime}
\end{align*}
$$

Without loss of generality and for simplifying the process of proofing, in this article we consider the following restrictions:

- The $G M L_{2}^{n}$ is a regular generalized Möbius-Listing's Surface (see representation (7) and notation ( $1^{*}$ ));
- B-slit is symmetric (see e.g. Figs. 5.c, 5.d., 6.b., 6.d.), i.e. the "origin" (domain of its parametric representation) (7) of the corresponding B-zone is the domain $\hat{T}_{B, 0}^{\varepsilon}$ (20).
- For any fixed number of cutting $k$, the width of the eliminated slit zones on the $G M L_{2}^{n}$ surfaces are always identic and equal to $2 \varepsilon / k$ (see e.g. Figs. 5.e., 6.c., 6.d.);
- For any fixed number of cutting $k$, the width of the remaining slit zones on the $G M L_{2}^{n}$ surfaces are always identic and equal to $2\left(\tau^{*}-\varepsilon\right) /(\mathrm{k}+1)$.

Theorem 1. If the $G M L_{2}^{n}$ surface is cut $(\mathrm{k}+1) \$$-times along $(\mathrm{k}+1)$ different (i.e. $k=0,1, \ldots$ ) s-lines, and $n$ is an even number, then for each integer numbers $\mathrm{n}, \mathrm{k}$,
after ( $\mathrm{B}+\mathrm{k}$ )-zone-slits or ( $\mathrm{k}+1$ )-zone-slits, an object Link-( $\mathrm{k}+2$ ) appears, whose each component is a $G M L_{2}^{n}$ surface (knot with structure $\left.\left\{0_{1}\right\}\right)$; The topologic group of the classic link- $(k+2)$ in this case is at present unknown; only when $k=0$, the link-2 is of type $\left\{\mathrm{n}_{1}{ }_{1}\right\}$, according
the standard classification (see $[6,7,8]$ ). $\}$; i.e. if $\mathrm{n}=2 \omega$ is an even number, then for each $\omega=0,1,2, \ldots$, and k :

Case A.

$$
\begin{equation*}
G M L_{2}^{2 \omega} \xrightarrow{B+k} \operatorname{Link}-(k+2) \text { of }(k+2) \quad \text { objects } G M L_{2}^{2 \omega} \tag{22}
\end{equation*}
$$

Case B.

$$
\begin{equation*}
G M L_{2}^{2 \omega} \xrightarrow{k+1} \operatorname{Link}-(k+2) \text { of }(k+2) \text { objects } G M L_{2}^{2 \omega} \tag{23}
\end{equation*}
$$

Proof. The representation (7) is a one to one correspondence between the points of the strip T and the points of the $G M L_{2}^{n}$ surface, and according to the remak 1 , if n is an even number $(\mathrm{n} \equiv 2 \omega$ ), then each of the functions $\mathrm{X}(\tau, \theta), \mathrm{Y}(\tau, \theta), \mathrm{Z}(\tau, \theta)$ is a $2 \pi$-periodic function of the argument $\theta$.

Let us consider the particular case $A$, when $\mathrm{k}=0$ - This means that there exists only one B-slit-zone.

So that, according to (20), a the B-zone-slit corresponds to the elimination of the $\hat{T}_{B, 0}^{\varepsilon}$ in the domain of definition T . But in this case, the domain of definition $\hat{T}_{B, 0}^{\varepsilon}$ in (20) consists of two parts and define by (7) two different objects $G M L_{2}^{n}$. The one to one correspondence (7) guarantees that the new objects have not self-cross points.

In this case, according to the above restrictions, both new objects have identic widths.

Let us consider the particular case $B$, when $\mathrm{k}=0$ - This means that there exists only one s-slit-zone.

So that, according to (7) and (21), a s-slit-zone corresponds to the elimination of the $\widetilde{T}_{1}^{\varepsilon, *}$ in the domain of definition T . But in this case, the domain of definition $\tilde{T}_{1}^{*}$ in (21) consists of two parts and define by (7) two different objects $G M L_{2}^{n}$ with different widths. The widths of components of B-zone-slits are equal, but the widths of components of s-zone-slits are different.

Let us consider now the general case $A$, when k is an arbitrary natural number. This means that there exist $(\mathrm{B}+\mathrm{k})$-zone-slits.

- Recall that in the particular case A, after a B-zone-slit, an object Link-2 appears, whose both components are $G M L_{2}^{n}$ surfaces. So that the following cutting or the $(\mathrm{B}+1)$-zone-slits $(\mathrm{k}=1)$ is a cutting of one of the new objects $G M L_{2}^{n}$, which appears in the particular case A . Consequently, applying the same arguments of the particular cases

A or B to each of the new $G M L_{2}^{n}$ surfaces (we do not know if the new slit-zone includes the B-line of this surface or not, but this is not important, since the number $n$ is even and both results are the same), we find that an object Link-2 appears, whose both components are $G M L_{2}^{n}$ surfaces. Therefore, the domain of definition $\hat{T}_{B, 1}$ in (20) consists of 3 parts and define by (7) 3 different objects $G M L_{2}^{n}$.

So that, in the general case, according to (20), to a (B+k)-zones-slit or to each number k corresponds the elimination of $\hat{T}_{B, k+1}^{\varepsilon}$ sub-domains in the domain T. But in this case, the domain of definition $\hat{T}_{B, k+1}$ in (20) consists of $(\mathrm{k}+2)$ parts and defines, by ( 3 ), $\mathrm{k}+2$ different objects $G M L_{2}^{n}$, and the structure of these new objects is always identic to the original surface. The one to one correspondence (7) guarantees that the new objects have not self-crossing points.

Some examples are given in Figs. 7.


Let us consider now the general case $B$, when k is an arbitrary natural number.

This means that there exist $(\mathrm{k}+1)$-slit-zones. In this case, by using the same arguments of the previous case A , but considering the domain of definition $\widetilde{T}_{k+1}^{*}$ in (21), we find identical results. Some examples are given in Figs. 8.


Theorem 2. If the $G M L_{2}^{n}$ surface is cut ( $\mathrm{k}+1$ )-times along ( $\mathrm{k}+1$ ) different (i.e. $\mathrm{k}=0,1, \ldots$, ) s -lines and n is an odd number, then for each integer numbers $\mathrm{n}, \mathrm{k}$, after:

Case A. - a (B+k)-zone-slits an object Link-( $\mathrm{k}+1$ ) appears, whose each component is a $G M L_{2}^{n}$ surface (Ribbon knot with structure $\left\{\mathrm{n}_{1}\right\}$ ); The topologic group of the link- $(k+1)$ in this case is at present unknown; only when $\mathrm{k}=0$, the knot is of type $\left\{\mathrm{n}_{1}\right\}$, when $\mathrm{n}>1$, and of type $\left\{0_{1}\right\}$, when $n=1$, according the standard classification (see [6-8]); i.e. for every natural numbers $\omega=0,1,2, \ldots$, and k
$G M L_{2}^{2 \omega+1} \xrightarrow{B+k}$ Link $-(k+1)$ of $(k+1)$ objects $G M L_{2}^{4 \omega+4}$
Case B. - a (k+1)-zones-slit an object Link-( $\mathrm{k}+2$ ) appears, whose one component is a $G M L_{2}^{n}$ surface (knot with structure $\left\{0_{1}\right\}$, and each other component is a $G M L_{2}^{n}$ surface (ribbon knot with structure $\left\{\mathrm{n}_{1}\right\}$, except when $n=1$, since in this case the topological group is $\left\{0_{1}\right\}$ ); The general topological group, in this case, is at present unknown; i.e. for every natural numbers $\omega=0,1,2, \ldots$, and $k$,
$G M L_{2}^{2 \omega+1} \xrightarrow{k+1}$ Link $-(k+2)$ of one $G M L_{2}^{2 \omega+1}$ and $(k+1)$ objects $G M L_{2}^{4 \omega+4}$
Proof. If n is an odd number $(\mathrm{n}=2 \omega+1)$, then the functions $\mathrm{X}(\tau, \theta), \mathrm{Y}(\tau, \theta), \mathrm{Z}(\tau, \theta)$ is a $4 \pi$-periodic function of the argument $\theta$ with property ( $\mathbf{M}^{*}$ ); i.e. for each $\tau \in\left[-\tau^{*}, \tau^{*}\right]$

$$
\begin{equation*}
X(-\tau, 0)=X(\tau, 2 \pi) ; Y(-\tau, 0)=Y(\tau, 2 \pi) ; Z(-\tau, 0)=X(\tau, 2 \pi) ; \tag{26}
\end{equation*}
$$

Let us consider the particular case $A$, when $\mathrm{k}=0$ - this means that there exists only one B-slit-zone. In this case, the one to one correspondence (3) defines a single object, in spite of the fact that the domain of definition $\hat{T}_{B, 0}$ in (20) is disconnected. This new object has a new basic line (in particular, according to equations
(7) and restriction (17) which is given by

$$
\begin{align*}
& X\left(\frac{\tau^{*}-\varepsilon}{2}, \theta\right)=\left[R+\frac{\tau^{*}-\varepsilon}{2} \cos \left(\psi+\frac{n \theta}{2}\right)\right] \cos \theta \\
& Y\left(\frac{\tau^{*}-\varepsilon}{2}, \theta\right)=\left[R+\frac{\tau^{*}-\varepsilon}{2} \cos \left(\psi+\frac{n \theta}{2}\right)\right] \sin \theta  \tag{27}\\
& Z\left(\frac{\tau^{*}-\varepsilon}{2}, \theta\right)=\frac{\tau^{*}-\varepsilon}{2} \sin \left(\psi+\frac{n \theta}{2}\right)
\end{align*}
$$

This is a representation of a really closed line, but now $\theta \in[0,4 \pi]$ (see Fig. 2.a. or Remark 2, when $\mu \in \mathrm{Q}$ in [6]), and therefore the unit normal vector (12) makes $2 \mathrm{n}+2$ rotations around the new basic line (27), since it belongs to a $G M L_{2}^{n}$ surface.

The following cutting of the $G M L_{2}^{n}$ body or ( $\mathrm{B}+1$ )-zones-slit ( $\mathrm{k}=1$ ) is a cutting of the new $G M L_{2}^{2 n+2}$ surface, which appears after a B-zonesslit. Since the number of rotations $2 \mathrm{n}+2$ is an even number, and by using the same arguments of the previous theorem, we find that, after a ( $\mathrm{B}+1$ )-zones-slit, an object Link-(k+2) appears, whose both components $G M L_{2}^{2 n+2}$ surfaces.

In general, after a ( $\mathrm{B}+\mathrm{k}$ )-zones-slit an object Link- $(\mathrm{k}+1)$ appears, whose each component is a $G M L_{2}^{2 n+2}$ surface. Some examples are given in Figs. 9.

Let us consider the particular case $B$, when $\mathrm{k}=0$ - i.e. there exists only one s-slit-zone. Since $n$ is an odd number, then according to (19) after an s-zone-slit the new domain of definition (7) is given by

$$
\begin{equation*}
\left.\widetilde{T}_{1} \equiv\left\{-\tilde{\tau}_{1}, \tilde{\tau}_{1}\right] \times[0,2 \pi)\right\} \cup\left\{\left[\tilde{\tau}_{2}, \tilde{\tau}_{3}\right] \times[0,2 \pi)\right\} \cup\left\{\left[-\tilde{\tau}_{3},-\tilde{\tau}_{2}\right] \times[0,2 \pi)\right\} \tag{28}
\end{equation*}
$$

This is a disconnected domain, which consist to three parties. The domain defined from the central part of the right hand side of equation (28), according to the representation formulas (7), defines an object $G M L_{2}^{n}$. But its width is smaller with respect to the original surface; Each of the remaining parts of the right hand side of eq. (28), similarly to the case A of this theorem, define a geometrical object $G M L_{2}^{2 n+2}$. So that after an s-zone-slit of a $G M L_{2}^{n}$, when n is an odd number, appears a link-2, where one
of the components is a $G M L_{2}^{n}$ and the second one is a $G M L_{2}^{2 n+2}$.


The following cutting of the $G M L_{2}^{n}$ body or 2-zones-slit $(\mathrm{k}=1)$ is a cut of one of the new $G M L_{2}^{2 n+2}$ or $G M L_{2}^{n}$ surfaces, which appear after a B-zones-slit.

If the second cut is a cutting of the $G M L_{2}^{2 n+2}$ surface, then since $2 \mathrm{n}+2$ is a even number, by using the same arguments of previous theorem, we find that after a 2 -zones-slit an object Link-3 appears, whose one component is a $G M L_{2}^{n}$ surface, and each other component is a $G M L_{2}^{2 n+2}$ surface.


But if second cut is a cutting of the $G M L_{2}^{n}$ surface, then, since n is an odd number, by using the same argument of the particular case B of this theorem, we find that after a

2-zones-slit an object Link-3 appears, whose one component is a $G M L_{2}^{n}$ surface, and all other components are $G M L_{2}^{2 n+2}$ surfaces.

Let us consider the general case B , when k is an arbitrary natural number. This means that there exist $(k+1)$-slit-zones. In this case we can use the previous arguments (when $\mathrm{k}=1$ ) and remark that the domain of definition $\widetilde{T}_{k+1}$ in (19) consists of ( $2 \mathrm{k}+3$ ) sub-strips and defines an object Link-( $\mathrm{k}+2$ ). Therefore, we can conclude that one object is a $G M L_{2}^{n}$ surface, and each other object is a $G M L_{2}^{n}$ surface. Some examples are given in Figs. 10.

Lastly, from the above Theorems and Remarks 1,2,3 (also Remarks 1,2,3,4 of
the [13]) we can deduce the following facts
Remark 6. Both the previous Theorems still hold when the basic line is a
closed sufficiently smooth space line.
After cutting each regular Möbius-Listing surface $G M L_{2}^{n}$, whose basic line is a circle, appear objects (object) with the following properties:

- the tangential vectors of the new objects (object) $\vec{r}_{\tau}$ and $\vec{r}_{\theta}$ (8), (9) are orthogonal;
- each point of these objects are Hyperbolic (saddle) points if $\mathrm{n} \neq 0$;
- each point of these objects are Parabolic points if $\mathrm{n}=0$.
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# TEMUR CHILACHAVA, NUGZAR KERESELIDZE 

## NON-PREVENTIVE CONTINUOUS LINEAR MATHEMATICAL MODEL OF INFORMATION WARFARE


#### Abstract

In the given work the new direction in the theory of information warfare (mathematical modeling of information warfare) is offered. In particular, the antagonism is meant "information warfare" mass media (an electronic and printing press, the Internet) two states or two associations of the states, or two powerful economic structures (consortiums) conducting under the relation to each other purposeful misinformation, propagation. As the third side in process association of the international organizations (the United Nations, OSCE, EU, the WTO etc.) which effort are directed on intensity removal between the antagonistic states, the sides and the termination of information warfare acts.

The general continuous linear mathematical model of information warfare between two antagonistic sides which considers an antagonism case as equipotent associations ("yak-bear"), and it is strong different -("wolf-lamb") is constructed. As required functions quantities of information at present time, made each of the sides promoting achievement of the purposes, to the chosen strategy are taken. In that specific case the models, each side identical rates wages information warfare and reacts to appeals of the international organizations. In turn, the third side in regular intervals reacts to intensity of information attacks of the antagonistic sides.


Exact analytical solutions of a Cauchy's problem for system of the linear differential equations of the first order with constant factors are received.

Parities between constants of model and initial conditions are revealed, at which:

1. The antagonistic sides, despite increasing appeals of the third side, intensify information attacks.
2. One of the antagonistic sides, under the influence of the third side stops, eventually, information warfare (an exit of the corresponding solution on zero) while another strengthens it.
3. Both antagonistic sides, after achievement of a maximum of activity, reduce it under the influence of the third side, and through final time, and at all stop information attacks (an exit of solutions on zero).
In the first case, it is necessary to expect transformation of information warfare in a hot phase, in the second - it is less probable, in the third - it is at all excluded.

The offered model of information warfare, except theoretical interest has as well the important practical meaning. She allows, on the basis of supervision and the analysis, already at an early stage of information attacks, to establish true intentions of each of the sides and character of development of information warfare.
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## 1. Introduction

The theory of the information warfare, which formalization has begun all three-four ten years ago, now has already wide applied meaning. It is considered actively by many countries by working out of information safety. For the first time in the USA the presidential commission for protection of a so-called critical infrastructure has been created. Then on the basis of the conclusion of this commission has been developed № 63 instruction of the president which in 1998, became a basis of the governmental policy of maintenance of information safety [1]. The leading countries already have begun purposeful preparation of narrow experts of information war. In the USA, at national university of defence the school of information warfare and strategy operates. At the Californian sea school to group of information warfare read courses of lectures: principles of information operations; psychological operations; information warfare: planning and an estimation; an estimation of information warfare.

Russia, the truth with delay, but too operates in this direction. The Ministry of Defence of Russia has created the information and propaganda centre which along with other problems, will prepare khakers attacks on information resources of the opponent. This decision of the Ministry of Defence of Russia, was the answer to the task of the president of Russia - prepare the offers connected with creation of the centre of prepara-
tion of experts which can to wage information warfare by the newest technologies [2, 3].

According to some sources problems of the information and propaganda centre will be: intimidation of the opponent, destruction of its information communications and preservation of the, creation information and misinformation parts and rendering of influence on public opinion both to the conflict and during a confrontation. To necessity of creation of information armies the management of armed forces of Russia was resulted by the analysis of war of 2008 with Georgia.

Originally the term "information warfare" Thomas Rona has applied in 1976 in the report
"systems weapons and information warfare" which intended for company Boeing [4]. T.Rona has noticed that by then, the information infrastructure became a central component of economy of the USA and simultaneously the idle time, less protected purpose both in military and in a peace time.

For the present the uniform definition of the term "information warfare" is not accepted, but intuitively it is considered that information warfare is purposeful actions on creation of the information superiority, by means of destruction of the information, information systems of an opposite side, thus simultaneously there is a process of protection of own information and information systems.

By information warfare also mean a complex of actions for creation of information influence on public consciousness to change behaviour of people, to impose them the purposes which do not enter into their interests. On the other hand, protection against the same influence is necessary.

As the state information resources often become objects of an attack and protection, the state is compelled to give to an information technology a great attention. Accordingly, in the theory of information war the great number of researches is devoted safety of the information, information systems and processes.

On the other hand, studying of information streams as the information stream which to fall upon mass consciousness, in most cases, allows to manipulate people is essential [5].

The description a mathematical apparatus various a component of information warfare and its studying already is included into sphere of interests of many scientists. In this direction it is necessary to note use of the mathematical theory of an information transfer on communication channels for construction of model of information influence. Attempts of estimations of efficiency of concrete information influences are underta-
ken [6]. By means of the theory of counts and games models of information networks and information warfare are made, and for the contradictory parties the mixed strategy are found $[7,8]$. Strategy, basically, are calculated on deducing out of operation information infrastructures or their protection by means of as physical and program (viruses, Trojans, cyber attacks) influences.

## Our approach

In the present work as our purpose studying of quantity of information streams by means of new mathematical models of information warfare was [9]. We mean an antagonism by information warfare by mass media (an electronic and printing press, the Internet) two states or two associations of the states, or the economic structures (consortiums) conducting under the relation to each other purposeful misinformation, propagation.

In a world information field for ideological, political and economic targets the purposeful information and the misinformation, which allocation from the general background in most cases for the unprepared person very difficult is actively used.

The purposes of information warfare can be:

- Drawing of a loss to image of the opposite country - creation from it an image of the enemy.
- Discredit of a management of the opposite country.
- Demoralization of staff of armed forces and the peace population of other country.
- Public opinion creation, both in the country, and behind its limits, for the argument and the justification of possible power actions in the future.
- Counteraction to geopolitical ambitions of an opposite side etc.
The international organizations react to occurring processes in the modern world in this or that form and activity. Therefore in the course of information warfare as the third side we consider association of the international organizations (the United Nations, OSCE, EU, the WTO etc.) which effort are directed on intensity removal between the antagonistic states, the parties and the termination of information warfare.

In the given work we have constructed the general continuous linear mathematical model of information warfare between two antagonistic sides, in the presence of the third, peace-making party. The model
considers an antagonism case as equipotent associations ("yak-bear"), and is strong different ("wolf-lamb").

We consider that information warfare is conducted against each other by the first and second sides, and by the third side mean the international organizations. In that specific case the models, each side identical rates wages information warfare and reacts to appeals of the international organizations. In turn, the third side in regular intervals reacts to intensity of information attacks of the antagonistic sides. Exact analytical solutions are found in model of ignoring of an opposite side. By means of the analysis of solutions character of actions of the sides in information warfare, depending on that what starting conditions of the sides, and parities between indexes of aggression, peace-making readiness and peace-making activity is established.

## 2. The system of the equations and initial conditions

All three sides involved in process of information warfare extend information for object in view achievement. At the moment of time $t \in[0,+\infty)$ quantity of the information extended by each of the sides we will designate accordingly through $N_{1}(t), N_{2}(t), N_{3}(t)$. The quantity of information at the moment of time $t$, is defined as the sum, all provoking information which are extended by each of the sides all mass media.

The detailed analysis of mathematical models of dynamics of populations, and also of Lanchester's models of military operations [10], has led us to the following general continuous linear mathematical model of information warfare:

$$
\left\{\begin{array}{l}
\frac{d N_{1}(t)}{d t}=\alpha_{1} N_{1}(t)+\alpha_{2} N_{2}(t)-\alpha_{3} N_{3}(t)  \tag{2.1}\\
\frac{d N_{2}(t)}{d t}=\beta_{1} N_{1}(t)+\beta_{2} N_{2}(t)-\beta_{3} N_{3}(t) \\
\frac{d N_{3}(t)}{d t}=\gamma_{1} N_{1}(t)+\gamma_{2} N_{2}(t)+\gamma_{3} N_{3}(t)
\end{array}\right.
$$

with initial conditions

$$
\begin{equation*}
N_{1}(0)=N_{10}, N_{2}(0)=N_{20}, N_{3}(0)=N_{30}, \tag{2.2}
\end{equation*}
$$

where, $\alpha_{1}, \alpha_{3}, \beta_{2}, \beta_{3} \geq 0, \gamma_{i} \geq 0 \quad i=\overline{1,3}, \alpha_{2}, \beta_{1} \quad$ - constant factors.

These constant factors are model constants, thus we name $\alpha_{1}, \beta_{2}$ factors of growth of provoking statements according to the first and the second the sides in the absence of the third side (relative growth rates of quantity of statements).

These constant factors are model constants, thus we name factors of growth of provoking statements according to the first and the second the sides in the absence of the third side (relative growth rates of quantity of statements).

In the general linear model (2.1) speed of change of quantity of the information spread by the first and second sides linearly depends on quantity of information extended by the sides and the international peacemaking organizations.

Speed of change of quantity of pacifying information extended by the third side linearly grows or is directly proportional to quantity of information spread by all three sides.

In initial conditions (2.2), $N_{10}, N_{20}, N_{30}$ non-negative constants, thus:

If $N_{10}>0, N_{20}>0$, then both sides are initiators of information warfare.

If $N_{10}>0, N_{20}=0$, then the first side is the initiator of information warfare.

If $N_{10}=0, N_{20}>0$, then the second side is the initiator of information warfare.

The third side initially does not spread any information ( $N_{30}=0$ ) or does preventive character peace-making statements ( $N_{30}>0$ ) and then starts to react to the provocative information extended by the antagonistic sides.

## 3. Model of ignoring of an opposite side.

The antagonistic sides which with identical intensity conduct information warfare, opposite side spread information, but thus both sides can ignore should listen equally to appeals of the third - the peacemaking side.

In this case, in the general linear model (2.1) some factors can be put equal to zero. In particular, $\alpha_{2}$ and $\beta_{1}$ also are equal to zero. We will put also that $\gamma_{3}=0$ or the third side equally reacts only to widespread provoking information antagonistic sides.

Thus, we will put $\alpha_{1}=\beta_{2}=\alpha, \alpha_{3}=\beta_{3}=\beta, \quad \gamma_{1}=\gamma_{2}=\gamma$.
Then the system (2.1) will written as follows (assume the following air):

$$
\left\{\begin{array}{l}
\frac{d}{d t} N_{1}(t)=\alpha N_{1}(t)-\beta N_{3}(t)  \tag{3.1}\\
\frac{d}{d t} N_{2}(t)=\alpha N_{2}(t)-\beta N_{3}(t) \\
\frac{d}{d t} N_{3}(t)=\gamma N_{1}(t)+\gamma N_{2}(t)
\end{array}\right.
$$

The solution of system (3.1) in $[0, \infty)$ area will write down as follows ( $N_{30}=0$, international organizations "are not awake" and react only to already launched information warfare):
a) $D=\alpha^{2}-8 \beta \gamma>0$

$$
\begin{equation*}
N_{3}(t)=\frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}}\left(e^{\lambda_{1} t}-e^{\lambda_{2} t}\right) \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t} \tag{3.3}
\end{equation*}
$$

$$
\begin{align*}
& N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t} \\
& \lambda_{1}=\frac{\alpha+\sqrt{\alpha^{2}-8 \beta \gamma}}{2}>0, \lambda_{2}=\frac{\alpha-\sqrt{\alpha^{2}-8 \beta \gamma}}{2}>0 . \\
& \quad \text { b) } D=\alpha^{2}-8 \beta \gamma=0 \\
& N_{3}(t)=\gamma\left(N_{10}+N_{20}\right) t e^{\frac{\alpha}{2} t}  \tag{3.5}\\
& N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\frac{N_{10}+N_{20}}{2 \alpha}(\alpha+4 \beta \gamma t) e^{\frac{\alpha}{2} t}  \tag{3.6}\\
& N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\frac{N_{10}+N_{20}}{2 \alpha}(\alpha+4 \beta \gamma t) e^{\frac{\alpha}{2} t}  \tag{3.7}\\
& \text { c) } D=\alpha^{2}-8 \beta \gamma<0
\end{align*}
$$

$$
\begin{align*}
& N_{3}(t)=\frac{2 \gamma\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t\right)  \tag{3.8}\\
& N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+ \\
& \sqrt{2 \beta \gamma} \frac{\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right) \tag{3.9}
\end{align*}
$$

$$
\begin{gather*}
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+ \\
\sqrt{2 \beta \gamma} \frac{\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right) \tag{3.10}
\end{gather*}
$$

## 4. The Analysis of the received results.

In model of ignoring of an opposite side (3.1) it is possible to consider $\alpha$ as an indicator (index) of aggression of the antagonistic sides, $\beta$ - an indicator of their readiness for the world, to listen to peace-making appeals of the international organizations, $\gamma-$ an indicator of peacemaking activity of the international organizations. As it will be shown more low, depending on that is more - an aggression index, or indexes of readiness for the world and peace-making activity, character and development of information war essentially varies.

Let's consider a case when the international organizations have not accepted preventive a measure and we investigate development of information warfare at various values $D$.

## 4.I. $D=\alpha^{2}-8 \beta \gamma>0$.

In this case, a square of an index of aggression more than eightfold product of indexes of readiness for the world and peace-making activity that unequivocally specifies in high aggression of the antagonistic sides in information warfare.
4.I.I. $\left(N_{10}=N_{20}\right)$. In that case when the international organizations have not undertaken preventive a measure, and the antagonistic sides have begun information warfare under equal starting conditions influence of the international organizations on the first and second side, is ineffectual - they strengthen information attacks.

Really, from (3.3), (3.4) and with the account $N_{10}=N_{20}$ we will receive:

$$
\begin{equation*}
N_{1}(t)=2 \beta \gamma N_{10} \frac{1}{\sqrt{D}}\left(\frac{e^{\lambda_{1} t}}{\lambda_{2}}-\frac{e^{\lambda_{2} t}}{\lambda_{1}}\right) \rightarrow+\infty, \tag{4.1}
\end{equation*}
$$

$$
\begin{equation*}
N_{2}(t)=2 \beta \gamma N_{10} \frac{1}{\sqrt{D}}\left(\frac{e^{\lambda_{1} t}}{\lambda_{2}}-\frac{e^{\lambda_{2} t}}{\lambda_{1}}\right) \rightarrow+\infty, \tag{4.22}
\end{equation*}
$$

when $t \rightarrow+\infty$.
It is enough to show justice (4.1) for $N_{1}(t)$, as owing to (4.2) $N_{2}(t)$ it is identically equal $N_{1}(t)$.

Really on a semi interval [ $0,+\infty$ ) function $N_{1}(t)$ positive, increasing and unlimited from above.

Positivity $N_{1}(t)$ follows from following parities:

$$
N_{1}(0)=N_{10}>0 ; 2 \beta \gamma N_{10} \frac{1}{\sqrt{D}}>0, \text { as } \beta, \gamma>0,
$$

and

$$
\frac{e^{\lambda_{1} t}}{\lambda_{2}}-\frac{e^{\lambda_{2} t}}{\lambda_{1}}>0
$$

Follows from parities: $\lambda_{1}>\lambda_{2}>0, \frac{1}{\lambda_{2}}>\frac{1}{\lambda_{1}}>0, e^{\lambda_{1} t}>e^{\lambda_{2} t}$.
Positivity of a derivative $N_{1}(t)$ is an indicator of its increase.

$$
N_{1}^{\prime}(t)=\frac{2 \beta \gamma N_{10}}{\sqrt{D}} \frac{\lambda_{2} e^{\lambda_{2} t}}{\lambda_{1}}\left(\frac{\lambda_{1}^{2}}{\lambda_{2}^{2}} e^{\left(\lambda_{1}-\lambda_{2}\right) t}-1\right)>0,
$$

As in this expression all factors are positive.
$N_{1}(t)$ it is unlimited from above, since

$$
N_{1}(t) \cong 2 \beta \gamma N_{10} \frac{1}{\sqrt{D}} \frac{e^{\lambda_{1} t}}{\lambda_{2}}, \text { when } t \rightarrow \infty .
$$

As to the international organizations,

$$
N_{3}(t)=\frac{2 \gamma N_{10}}{\sqrt{D}}\left(e^{\lambda_{1} t}-e^{\lambda_{2} t}\right) \geq 0
$$

At $t \in[0,+\infty), N_{3}(t) \rightarrow+\infty$, when $t \rightarrow+\infty$.
$N_{3}(0)=0$ and then increases together with $t$, as its derivative positive.

$$
N^{\prime}{ }_{3}(t)=\frac{2 \gamma N_{10}}{\sqrt{D}} \lambda_{2} e^{\lambda_{2} t}\left(\frac{\lambda_{1}}{\lambda_{2}} e^{\left(\lambda_{1}-\lambda_{2}\right) t}-1\right)>0
$$

$N_{3}(t)$ unlimited from above, as

$$
N_{3}(t) \cong \frac{2 \gamma N_{10}}{\sqrt{D}} e^{\lambda_{1} t}, \text { at } t \rightarrow+\infty .
$$

Thus, in not preventive model of information warfare, at, $D=\alpha^{2}-8 \beta \gamma>0$ and equal starting a condition ( $N_{10}=N_{20}$ ) the antagonistic sides, they strengthen the activity. Functions - $N_{1}(t), N_{2}(t)$, $N_{3}(t)$ monotonously increase - i.e. information war faredoes not stop, and all expands.
4.I.2. $\left(N_{10}>N_{20}\right)$. If at the antagonistic sides different launching sites and a starting condition of the first side more than the second, function

$$
\begin{equation*}
N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}}\left(\frac{1}{\lambda_{2}} e^{\lambda_{1} t}-\frac{1}{\lambda_{1}} e^{\lambda_{2} t}\right), \tag{4.3}
\end{equation*}
$$

at $t \in[0,+\infty)$ positive, increasing also it is unlimited from above.
The second member of expression (4.3) we already investigated in IV.I.I and it positive, increasing and is unlimited from above. To it function with positive factor $\frac{N_{10}-N_{20}}{2}>0, \alpha>0$, which also is positive is added exhibitor, increasing and is unlimited from above.

Accordingly and their sum, i.e. $N_{1}(t)$ is positive, increasing and unlimited from above.

As to $N_{2}(t)$, it in a point $t=0$ is positive $N_{2}(0)=N_{20}>0$, and its derivative, proceeding from system (3.1) and entry conditions (2.2) positive $-N_{2}{ }^{\prime}(0)=\alpha N_{20}>0$, therefore in a certain vicinity on the right, $N_{2}(t)$ is positive and increasing.

$$
\begin{equation*}
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}}\left(\frac{1}{\lambda_{2}} e^{\lambda_{1} t}-\frac{1}{\lambda_{1}} e^{\lambda_{2 t}}\right) \tag{4.4}
\end{equation*}
$$

But with increase $\boldsymbol{t}$ increases and $N_{2}(t)$ which reaches the maximum, and then it starts to decrease monotonously and aspires to $-\infty$.

Really, an expression sign

$$
\begin{equation*}
N_{2}(t)=e^{\alpha t}\left(\frac{N_{20}-N_{10}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}\right) \tag{4.5}
\end{equation*}
$$

Defines a sign on a factor bracketed

$$
\begin{equation*}
F(t) \equiv \frac{N_{20}-N_{10}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t} \tag{4.6}
\end{equation*}
$$

Absolute value of the second and third member (4.6) becomes as much as small for enough big $t$, thus, when $t \rightarrow+\infty$ the sign (4.6) is defined by a sign on the first composed $\frac{N_{20}-N_{10}}{2}$. I.e. it will be negative since $\frac{N_{20}-N_{10}}{2}<0$. Proceeding from it, $N_{2}(t)$ will be monotonously aspires to $-\infty . \quad N_{2}(t)$ it is continuous, for represents the sum of continuous functions and as at $t=0$ it is positive, and at big $t$-it is negative, it will necessarily cross an absciss, i.e. it has a zero. It will occur in a point $t^{*}$ which is the decision of a following transcendental equation

$$
\begin{equation*}
\frac{N_{20}-N_{10}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}=0 \tag{4.7}
\end{equation*}
$$

.i.e $N_{2}\left(t^{*}\right)=0$. At $0 \leq t<t^{*}, N_{2}(t)$ positive also reaches a maximum in a point $t^{* *}$ which is the equation solution $N^{\prime}{ }_{2}(t)=0$,

$$
\begin{align*}
& \alpha\left(\frac{N_{20}-N_{10}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}\right)+ \\
& +\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}} e^{-\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}} e^{-\lambda_{2} t}=0 \tag{4.8}
\end{align*}
$$

As to the international organizations, the third side, it strengthens the activity

$$
\begin{equation*}
N_{3}(t)=\frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}}\left(e^{\lambda_{1} t}-e^{\lambda_{2} t}\right) \rightarrow+\infty \tag{4.9}
\end{equation*}
$$

when $t \rightarrow+\infty$.
At $t=0 \quad N_{3}(0)=0$, equals to zero, then $N_{3}(t)$ increases. Really

$$
\begin{equation*}
N_{3}^{\prime}(t)=\frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}}\left(\lambda_{1} e^{\lambda_{1} t}-\lambda_{2} e^{\lambda_{2} t}\right)>0 \tag{4.10}
\end{equation*}
$$

$N_{3}(t)$ it is unlimited from above, it is valid -

$$
N_{3}(t) \cong \frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}} e^{\lambda_{1} t} \rightarrow+\infty, \text { at } t \rightarrow+\infty .
$$

4.I.3. $\left(N_{10}<N_{20}\right)$. If at the antagonistic sides different launching sites and starting conditions of the second side more the first, i.e. $N_{10}<N_{20}$, then the sides change roles and is received symmetric results, under the relation of the previous point - already second the side strengthens information attacks

$$
\begin{equation*}
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t} \rightarrow+\infty, \tag{4.11}
\end{equation*}
$$

when $t \rightarrow+\infty$. As to the first side, it makes active in the beginning information attacks, leaves on a maximum, further reduces, and then and at all stops information warfare (in $t^{*}$ leaves on zero)

$$
\begin{equation*}
N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} \rightarrow-\infty, \tag{4.12}
\end{equation*}
$$

when $t \rightarrow+\infty . t^{*}$ represents the solution of the transcendental equation

$$
\begin{equation*}
\frac{N_{10}-N_{20}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}=0 \tag{4.13}
\end{equation*}
$$

The third side strengthens the activity and for it it is fair

$$
\begin{equation*}
N_{3}(t)=\frac{\gamma\left(N_{10}+N_{20}\right)}{\sqrt{D}}\left(e^{\lambda_{1} t}-e^{\lambda_{2} t}\right) \rightarrow+\infty, \tag{4.14}
\end{equation*}
$$

at $t \rightarrow+\infty$.
Thus, it is necessary to notice that the third side at not the preventive approach ( $N_{30}=0$ ), can have partial influence on a course of information warfare. In particular, influences one of the sides if the antagonistic sides have begun information warfare under unequal starting conditions ( $N_{10} \neq N_{20}$ ). Thus, the third side influences that antagonistic side which launching site is "weaker". i.e. it is less. And this side, through certain time stops information warfare though initially actively joins in it, leaves on a maximum of actions, however then, reduces information attacks, and in the end and at all them stops.
4.II. $D=\alpha^{2}-8 \beta \gamma=0$.

In this case the aggression index is still high and there are analogies to a case

$$
D=\alpha^{2}-8 \beta \gamma>0 . \text { Really. }
$$

4.II.1. ( $N_{10}=N_{20}$ ).In that case when the international organizations have not taken preventive measures ( $N_{30}=0$ ), and the antagonistic sides have begun information warfare at equal starting a condition ( $N_{10}=N_{20}$ ), influence international the organizations on the first and second sides without results - the last strengthen information attacks and starting with

$$
\begin{equation*}
N_{1}(t) \rightarrow+\infty, N_{2}(t) \rightarrow+\infty, N_{3}(t) \rightarrow+\infty, \quad \text { при } t \rightarrow+\infty . \tag{3.5}
\end{equation*}
$$

Let's really copy (3.5) - (3.7) as follows

$$
\begin{align*}
& N_{1}(t)=\frac{N_{10}}{2}(\alpha t+2) e^{\frac{\alpha}{2} t}  \tag{4.15}\\
& N_{2}(t)=\frac{N_{10}}{2}(\alpha t+2) e^{\frac{\alpha}{2} t} \tag{4.16}
\end{align*}
$$

$$
\begin{equation*}
N_{3}(t)=2 \gamma N_{10} t e^{\frac{\alpha}{2} t} \tag{4.17}
\end{equation*}
$$

On a semi interval $[0,+\infty)$ functions $N_{1}(t), N_{2}(t)$ are positive, increasing and are unlimited from above, since, are product defined on a semi interval $[0,+\infty)$, positive, and unlimited from above functions $\frac{N_{10}}{2}(\alpha t+2)$ and $e^{\frac{\alpha}{2} t}$. The Same it is possible to tell and about function $N_{3}(t)$ on an interval $(0,+\infty)$.
4.II.2. $\left(N_{10}>N_{20}\right)$. If at the antagonistic sides different starting conditions, and starting conditions of the first side surpass the second, on a semi interval $[0,+\infty)$ function $N_{1}(t)$, which has the following appearance

$$
\begin{equation*}
N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\frac{N_{10}+N_{20}}{4}(\alpha t+2) e^{\frac{\alpha}{2} t} \tag{4.18}
\end{equation*}
$$

Positive, increasing also it is unlimited from above since represents the sum and positive, increasing and unlimited from above functions $\frac{N_{10}-N_{20}}{2} e^{\alpha t}$ and $\frac{N_{10}+N_{20}}{2}(\alpha t+2) e^{\frac{\alpha}{2} t}$ defined on a semi interval [0, $+\infty)$.

As to $N_{2}(t)$, it in a point $t=0$ is positive $-N_{2}(0)=N_{20}>0$. In this point its derivative owing to system (3.1), and entry conditions (2.2), is positive $-N^{\prime}{ }_{2}(0)=\alpha N_{20}>0$. Therefore, on some right vicinity of a point $0, N_{2}(t)$ it is positive and increasing.

$$
\begin{equation*}
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\frac{N_{10}+N_{20}}{4}(\alpha t+2) e^{\frac{\alpha}{2} t} \tag{4.19}
\end{equation*}
$$

But already with increase $t, N_{2}(t)$ reaches the maximum value, and then monotonously decreases and aspires to $-\infty$. Really, an expression sign
$N_{2}(t)=e^{\alpha t}\left(\frac{N_{20}-N_{10}}{2}+\frac{N_{10}+N_{20}}{4}(\alpha t+2) e^{-\frac{\alpha}{2} t}\right)$
defines a sign on the factor bracketed
$F(t) \equiv \frac{N_{20}-N_{10}}{2}+\frac{N_{10}+N_{20}}{4}(\alpha t+2) e^{-\frac{\alpha}{2} t}$
Value of the second member (4.21) becomes as much as small at big $t$, therefore when $t \rightarrow+\infty$ the sign (4.21) defines a sign the on the first composed $\frac{N_{20}-N_{10}}{2}$, i.e. will be negative, for $\frac{N_{20}-N_{10}}{2}<0$. Proceeding from told, $N_{2}(t)$ aspires to $-\infty$ monotonously. $N_{2}(t)$ represents the sum of continuous functions and consequently itself it is continuous. Therefore, time it
in $t=0$ is positive, and at big $t$ - is negative, owing to the theorem of Bolzano-Koshi, $N_{2}(t)$ should will cross an absciss, i.e. it has a zero. It will occur in some point $t_{2}{ }^{*}$, which represents the solution of a following transcendental equation:

$$
\begin{equation*}
\frac{N_{20}-N_{10}}{2}+\frac{N_{10}+N_{20}}{4}(\alpha t+2) e^{-\frac{\alpha}{2} t}=0 \tag{4.22}
\end{equation*}
$$

i.e. $N_{2}\left(t_{2}{ }^{*}\right)=0$. At $0 \leq t<t_{2}{ }^{*} N_{2}(t)$ it is positive and reaches the maximum in a point $t_{2}^{* *}$, which is the equation solution $N_{2}^{\prime}(t)=0$,

$$
\begin{align*}
& \frac{N_{20}-N_{10}}{2}+\frac{N_{10}+N_{20}}{4}(\alpha t+2) e^{-\frac{\alpha}{2} t}+\frac{N_{10}+N_{20}}{4} e^{-\frac{\alpha}{2} t}- \\
- & \frac{N_{10}+N_{20}}{8}(\alpha t+2) e^{-\frac{\alpha}{2} t}=0 \tag{4.23}
\end{align*}
$$

As to the international organizations, they strengthen the activity (see (3.5)).
4.II.3. $\left(N_{10}=N_{20}\right)$. If at the antagonistic sides different starting conditions, and starting position of the second side more the first the first and second sides change roles and is had symmetric results - already the second side strengthens information attacks.

$$
\begin{equation*}
N_{2}(t) \rightarrow+\infty, \tag{4.24}
\end{equation*}
$$

at $t \rightarrow+\infty$. And the first side at first makes active information attacks, leaves on a maximum, then reduces, further and at all stops information warfare.
4.III. $D=\alpha^{2}-8 \beta \gamma<0$.

In this case, a square of an index of aggression less than eightfold product of indexes of readiness for the world and peace-making activity, i.e. it is expected that peace-making activity "will pacify" (will block) aggression.
4.III.1. ( $N_{10}=N_{20}$ ). Really, if the international organizations have not taken preventive measures, and the antagonistic sides have begun information war at equal launching sites, then influence the international organizations on the first and the second the sides the productive.

Really, functions, $N_{1}(t)$ and $N_{2}(t)$ owing to (3.9), (3.10)

$$
\begin{align*}
& N_{1}(t)=\sqrt{2 \beta \gamma} \frac{2 N_{10}}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right)  \tag{4.25}\\
& N_{2}(t)=\sqrt{2 \beta \gamma} \frac{2 N_{10}}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right) \tag{4.26}
\end{align*}
$$

Leave on zero, when

$$
\begin{equation*}
t^{*}=\frac{2(\pi-\varphi)}{\sqrt{-D}}, \tag{4.27}
\end{equation*}
$$

where, for $\varphi$ fair

$$
\begin{equation*}
\varphi=\operatorname{arctg} \frac{\sqrt{-D}}{\alpha} \tag{4.28}
\end{equation*}
$$

As to the international organizations,

$$
\begin{equation*}
N_{3}(t)=\frac{4 \gamma N_{10}}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t\right) \tag{4.29}
\end{equation*}
$$

That they leave on zero in $t^{* *}=\frac{2 \pi}{\sqrt{-D}}$, after time moment $t^{*}$, i.e. the third side finishes distributions of peace-making appeals after, the antagonistic sides will finish information warfare.
4.III.2. $\left(N_{10}>N_{20}\right)$. If at the antagonistic sides different launching sites and thus, starting conditions of the first side more than the second from (3.9), having equated to zero function $\quad N_{1}(t)$, we will find time when the first side stops information warfare

$$
\begin{equation*}
\frac{N_{10}-N_{20}}{2} e^{\frac{\alpha}{2} t}+\sqrt{2 \beta \gamma} \frac{\left(N_{10}+N_{20}\right)}{\sqrt{-D}} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right)=0, \tag{4.30}
\end{equation*}
$$

From (4.30) we will receive

$$
\begin{equation*}
\sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right)=-\frac{N_{10}-N_{20}}{N_{10}+N_{20}} \frac{\sqrt{-D}}{2 \sqrt{2 \beta \gamma}} e^{\frac{\alpha}{2} t} \tag{4.31}
\end{equation*}
$$

he solution (4.31) exists only in that case, when
$1 \geq-\frac{N_{10}-N_{20}}{N_{10}+N_{20}} \frac{\sqrt{-D}}{2 \sqrt{2 \beta \gamma}} e^{\frac{\alpha}{2} t} \geq-1$
Or, something, in our case

$$
0<\frac{N_{10}-N_{20}}{N_{10}+N_{20}} \frac{\sqrt{-D}}{2 \sqrt{2 \beta \gamma}} e^{\frac{\alpha}{2} t} \leq 1
$$

$$
\begin{equation*}
0 \leq t \leq \frac{2}{\alpha} \ln \left(\frac{N_{20}+N_{10}}{N_{10}-N_{20}} \sqrt{\frac{8 \gamma \beta}{8 \beta \gamma-\alpha^{2}}}\right) \tag{4.33}
\end{equation*}
$$

The solution (5.1.3.7) $t_{1}^{*}$ - should satisfy to a condition

$$
\begin{equation*}
0 \leq t_{1}^{*} \leq \frac{2}{\alpha} \ln \left(\frac{N_{20}+N_{10}}{N_{10}-N_{20}} \sqrt{\frac{8 \gamma \beta}{8 \beta \gamma-\alpha^{2}}}\right) \tag{4.34}
\end{equation*}
$$

and
$t_{1}^{*}=\frac{2}{\sqrt{-D}} \arcsin \left(\frac{N_{10}-N_{20}}{N_{10}+N_{20}} \cdot \frac{\sqrt{-D}}{\sqrt{8 \beta \gamma}} e^{\frac{\alpha}{2} t_{1}^{*}}\right)+\frac{2}{\sqrt{-D}}(\pi-\varphi)>\frac{2}{\sqrt{-D}}(\pi-\varphi)$
Performance of conditions (4.34) and (4.35) is possible at selection $\gamma$, product $\beta \gamma$ should be enough great number.

As to the second side, at big $t$ - the sign $N_{2}(t)$ in (3.10) coincides with a $\operatorname{sign} \frac{N_{20}-N_{10}}{2}$, i.e. negative, therefore at $N_{2}(t)$ is available zero

$$
\begin{gather*}
\frac{N_{20}-N_{10}}{2} e^{\alpha t}+ \\
\sqrt{2 \beta \gamma} \frac{\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right)=0 \tag{4.36}
\end{gather*}
$$

The solution of the equation (4.35) $-t_{2}{ }^{*}$, should satisfy to conditions

$$
\begin{equation*}
0 \leq t_{2}^{*} \leq \frac{2}{\alpha} \ln \left(\frac{N_{20}+N_{10}}{N_{10}-N_{20}} \sqrt{\frac{8 \gamma \beta}{8 \beta \gamma-\alpha^{2}}}\right) \tag{4.37}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{2}{ }^{*}=\frac{2}{\sqrt{-D}}\left(\arcsin \left(\frac{N_{10}-N_{20}}{N_{10}+N_{20}} \frac{\sqrt{-D}}{\sqrt{8 \beta \gamma}} e^{\frac{\alpha}{2} t_{2}^{*}}\right)-\varphi\right) \tag{4.38}
\end{equation*}
$$

Thus, the international organizations stop the peace-making efforts after end of information warfare by the antagonistic sides.

$$
\begin{equation*}
N_{3}(t)=\frac{2 \gamma\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t\right)=0 \tag{4.39}
\end{equation*}
$$

The solution of this equation will be

$$
\begin{equation*}
t^{*}=\frac{2 \pi}{\sqrt{8 \beta \gamma-\alpha^{2}}} \tag{4.40}
\end{equation*}
$$

I.e., the third side leaves on zero in a point $t^{*}$, and is had a bilateral inequality.
4.III.3. ( $N_{10}<N_{20}$ ). If at the antagonistic sides different starting conditions, and starting position of the second side more the first, the first and second sides change roles and is had symmetric results for $N_{1}(t)$ and $N_{2}(t)$.
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## TEMUR CHILACHAVA, NUGZAR KERESELIDZE

## CONTINUOUS LINEAR MATHEMATICAL MODEL OF PREVENTIVE INFORMATION WARFARE


#### Abstract

Recently the working out of mathematical models of information warfare has become under which the struggle between the states by using information arsenal solely, i.e. an information technology which is based on industrial production, propagation and information imposing is mainly meant.


In the given work the new direction in the theory of information warfare (mathematical modeling of information warfare) is offered. In particular, "information warfare" means the struggle between the two states or two associations of the states, or two powerful economic structures (consortiums) conducting purposeful disinformation, propagation to each other by means of mass media (an electronic and printing press, the Internet). The association of the international organizations (the United Nations, OSCE, EU, the WTO etc.) act as the side the efforts of which are directed towards the removal of tension between the antagonistic states, the sides and the cessation of information warfare acts.

There is constructed the general continuous linear mathematical model of information warfare between two antagonistic sides which considers the case of confrontation as equipotent associations ("yak-bear"), as well as strong differences - ("wolf - lamb").

The number of information at present time, made by each of the sides is taken as an unknown quantity promoting the achievement of purposes, the chosen strategy. In that specific case the model, each side conducts information warfare and reacts to the appeals of international organizations at the same pace. In its turn, the third side equally reacts to the intensity of information attacks of the antagonistic sides.

Exact analytical solutions to a Cauchy's problem for the system of the linear differential equations of the first order with constant factors are received.

Parities between the constants of the model and initial conditions are revealed, at which:

1. The antagonistic sides, despite increasing appeals of the third side, intensify information attacks.
2. One of the antagonistic sides, under the influence of the third side stops information warfare (an exit of the corresponding solution on zero) while another strengthens it.
3. Both antagonistic sides, after achieving maximum activity, reduce it under the influence of the third side, and through finite time, stop information attacks at all (an exit of solutions on zero).
In the first case, the transformation of information warfare into a hot phase is expected, in the second - it is less probable, in the third - it is excluded at all.

The offered model of information warfare, except theoretical interest has as well an important practical meaning. At allows, on the basis of observation and the analysis, at an early stage of information attacks, to establish true intentions of each side and the character of the development of information warfare.

2000Mathematics Subject Classification: 93A30, 00A71
Key words and phrases: information warfare, antagonistic sides, continuous linear mathematical model, ignoring of an opposite side, preventive model, hot phase.

## 1. Introduction

The theory of the information warfare, which formalization of which began thirty-forty years ago, now has a wide applied meaning. It is actively considered by many countries at elaboration of information safety. The presidential commission for protection of a so-called critical infrastructure was created in the USA at first. Then on the basis of the conclusion of this commission directive № 63 of the president was elaborated which in 1998, became the basis of the governmental policy of maintenance of information safety [1]. The leading countries have already begun purposeful preparation of experts in a narrow field of information warfare. In the USA, at national university of defence operates the school of information warfare and strategy. At Californian marine school courses of lectures on: principles of information operations; psychological operations; information warfare: planning and an estimation; an estimation of information warfare are delivered to the group of information warfare.

Russia, though with delay, operates in this direction to. The Ministry of Defense of Russia has created the information and propaganda centre which along with tasks will prepare hacker attacks on information resources of the opponent. This decision of the Ministry of Defense of Russia was the answer to the task of the president of Russia - to prepare the offers concerning the creation of the centre of preparation of experts which will be able to conduct information warfare using the newest technologies $[2,3]$.

According to some sources tasks of the information and propaganda centre will be: intimidation of the opponent, destruction of its information communications and preservation of its own, creation of information and disinformation parts and rendering of influence on public opinion before the conflict as well as during the confrontation. For the necessity of creation of information forces the management of armed forces of Russia cited the analysis of war with Georgia in 2008.

Originally the term "information warfare" was used Thomas Rona in his report in 1976 "Systems of weapons and information warfare" which meant for company Boeing [4]. T. Rona noted that by then, the information infrastructure was becoming the central and at same time simple component of the economy of the USA, less protected target both in state and in peaceful time.

The common definition of the term "information warfare" has not yet been accepted, but intuitively it is considered that information warfare is a purposeful action for creation of information superiority, by means of destruction of information, information systems of an opposite side, while the protection of its own information and information systems is in process.

Information warfare also implies complex of actions for creation of information influence on public consciousness to change behaviour of people, to impose purposes on them which are not their interests. On the other hand, protection against the same influence is necessary.

As the state information resources often become objects of an attack and protection, the state is compelled to pay a great attention to information technologies. Accordingly, in the theory of information warfare the great number of researches is devoted to the safety of information, information systems and processes.

On the other hand, studying of information streams is essential, as the information stream which falls upon mass consciousness, in most cases, allows manipulating people [5].

The description of various components of information warfare and its study by a mathematical apparatus is already included into the sphere of interests of many scientists. In this regard the usage of the mathematical theory of an information transfer by communication channels for the construction of the model of information influence should be noted. Attempts of estimations of efficiency of specific information influences are undertaken [6]. By means of the theory of graphs and games models of information networks and information warfare are drawn up, as for the contradictory sides mixed strategies are found [7, 8]. Strategies, basically, are calculated for extermination of information infrastructures or their protection by means of physical and as well as program (viruses, trojans, cyber attacks) influences.

## Our approach

In the present work the studying of quantity of information streams by means of new mathematical models of information warfare was our purpose [9]. By information warfare we mean an antagonism by means of mass media (an electronic and printing press, the Internet) between the two states or the two associations of states, or the economic structures (consortiums) conducting purposeful misinformation, propagation against each other.

In a world information field for ideological, political and economic targets the purposeful information and the misinformation is actively used, from which in most cases the separation of the general background for the unprepared person is very difficult.

The aims of information warfare can be:

- Infliction of losses to the image of the antagonist country creating the image of the enemy.
- Discredit of the management of the antagonist country.
- Demoralization of the personnel of the armed forces and the civilians of the antagonist country.
- Creation of public opinion, inside and outside of the country, for justification of argumentation of possible military operations.
- Opposition to the geopolitical ambitions of the antagonist country etc.
International organizations react to occurring processes in the modern world in this or that form and activity. Therefore as the third side in the course of information warfare we consider association of internation-
al organizations (the United Nations, OSCE, EU, the WTO etc.) efforts of which are directed on remonal of tension between the rival states, the sides and the cessation of information warfare.

In the given work we have constructed the general continuous linear mathematical model of information warfare between two antagonistic sides, in the presence of the third, peace-making side. The model considers the case of confrontation between the unions of equal ("yak-bear") as well as strong different ("wolf-lamb") strength.

We consider that information warfare is conducted against each other by the first and second sides, and by the third side we mean the international organizations. In that specific case the model, each side conducts information warfare and reacts to the appeals of the international organizations equally. The third side, in its turn reacts equally to the intensity of information attacks of the antagonistic sides. Exact analytical solutions are found in the model of ignoring of an opposite side. By means of the analysis of solutions the character of actions of the sides in information warfare is establish, depending on starting conditions of the sides, and parities between indexes of aggression, peace-making readiness and peace-making activity.

## 2. The system of the equations and initial conditions

All the three sides involved in the process of information warfare spread information for the achievement of the set goal. At the moment of time $t \in[0,+\infty)$ quantity of the information spread by each of the sides we will accordingly designate by $N_{1}(t), N_{2}(t), N_{3}(t)$. The quantity of information at the moment of time $t$, is defined as the sum of all provoking information which is spread by each of the sides through every kind of mass media.

The detailed analysis of mathematical models of dynamics of population as well as Lanchester' s models of military operations [10-12], has led us to the following general continuous linear mathematical model of information warfare:

$$
\left\{\begin{array}{l}
\frac{d N_{1}(t)}{d t}=\alpha_{1} N_{1}(t)+\alpha_{2} N_{2}(t)-\alpha_{3} N_{3}(t)  \tag{2.1}\\
\frac{d N_{2}(t)}{d t}=\beta_{1} N_{1}(t)+\beta_{2} N_{2}(t)-\beta_{3} N_{3}(t) \\
\frac{d N_{3}(t)}{d t}=\gamma_{1} N_{1}(t)+\gamma_{2} N_{2}(t)+\gamma_{3} N_{3}(t)
\end{array}\right.
$$

with initial conditions

$$
\begin{equation*}
N_{1}(0)=N_{10}, N_{2}(0)=N_{20}, N_{3}(0)=N_{30}, \tag{2.2}
\end{equation*}
$$

where, $\alpha_{1}, \alpha_{3}, \beta_{2}, \beta_{3}, \gamma_{1}, \gamma_{2}>0, \gamma_{3} \geq 0, \alpha_{2}, \beta_{1}$ - constant factors.
These constant factors are constants of model, thus we name $\alpha_{1}, \beta_{2}$ factors of growth of provoking statements by the first and second sides according in the absence of the third side (relative growth rates of quantity of statements).

In the general linear model (2.1) speed of quantity change of the information spread by the first and second sides linearly depends on quantity of information spread by the sides and the international peace-making organizations.

The speed of quantity change of pacifying information spread by the third side linearly grows or is directly proportional to the quantity of information spread by all three sides.

In initial conditions (2.2), $N_{10}, N_{20}, N_{30}$ non-negative constants, thus:

If $N_{10}>0, N_{20}>0$, then both sides are initiators of information warfare.

If $N_{10}>0, N_{20}=0$, then the first side is the initiator of information warfare.

If $N_{10}=0, N_{20}>0$, then the second side is the initiator of information warfare.

The third side initially does not spread any information ( $N_{30}=0$ ) or does preventive peace-making statements $\left(N_{30}>0\right)$ and then starts to reacting to the provocative information spread by the antagonistic sides.

## 3. The model of ignoring of an opposite side

The antagonistic sides which wage information warfare with the same intensity may ignore information spread by the opposite side, but meanwhile both sides should equally listen to the appeals of the third the peace-making side.

In this case, in the general linear model (2.1) some factors can be considered as equal to zero. In particular, $\alpha_{2}$ and $\beta_{1}$ are equal to zero. Let's consider that $\gamma_{3}=0$ or the third side equally reacts only to provoking information spread by antagonistic sides.

Thus, let's consider $\alpha_{1}=\beta_{2}=\alpha, \alpha_{3}=\beta_{3}=\beta, \gamma_{1}=\gamma_{2}=\gamma$.
Then the system (2.1) will be the following :

$$
\left\{\begin{array}{l}
\frac{d}{d t} N_{1}(t)=\alpha N_{1}(t)-\beta N_{3}(t)  \tag{3.1}\\
\frac{d}{d t} N_{2}(t)=\alpha N_{2}(t)-\beta N_{3}(t) \\
\frac{d}{d t} N_{3}(t)=\gamma N_{1}(t)+\gamma N_{2}(t)
\end{array}\right.
$$

The solution of the system (3.1) with initial conditions (2.2) in $[0, \infty)$ area will be written down as follows:

$$
\text { 1. } D=\alpha^{2}-8 \beta \gamma>0
$$

$$
\begin{equation*}
N_{3}(t)=\frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}}{\sqrt{D}} e^{\lambda_{1} t}-\frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}}{\sqrt{D}} e^{\lambda_{2} t} \tag{3.2}
\end{equation*}
$$

$$
\begin{equation*}
N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t} \tag{3.3}
\end{equation*}
$$

$$
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t}
$$

$$
\lambda_{1}=\frac{\alpha+\sqrt{\alpha^{2}-8 \beta \gamma}}{2}>0, \lambda_{2}=\frac{\alpha-\sqrt{\alpha^{2}-8 \beta \gamma}}{2}>0 .
$$

2. $D=\alpha^{2}-8 \beta \gamma=0$

$$
\begin{equation*}
N_{3}(t)=\left[N_{30}+\left(\gamma N_{10}+\gamma N_{20}-\frac{\alpha}{2} N_{30}\right) t\right] e^{\frac{\alpha}{2} t} \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\left[\frac{N_{10}+N_{20}}{2}+\frac{2 \beta}{\alpha}\left(\gamma N_{10}+\gamma N_{20}-\frac{\alpha}{2} N_{30}\right) t\right] e^{\frac{\alpha}{2} t} \tag{3.6}
\end{equation*}
$$

$$
\begin{gather*}
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+ \\
+\left[\frac{N_{10}+N_{20}}{2}+\frac{2 \beta}{\alpha}\left(\gamma N_{10}+\gamma N_{20}-\frac{\alpha}{2} N_{30}\right) t\right] e^{\frac{\alpha}{2} t} \tag{3.7}
\end{gather*}
$$

3. $D=\alpha^{2}-8 \beta \gamma<0$

$$
\begin{align*}
& N_{3}(t)= \\
& \sqrt{N_{30}^{2}+\frac{\left(2 \gamma\left(N_{10}+N_{20}\right)-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\theta\right),  \tag{3.8}\\
& \theta=\operatorname{arctg} \frac{N_{30} \sqrt{8 \beta \gamma-\alpha^{2}}}{2 \gamma\left(N_{10}+N_{20}\right)-\alpha N_{30}} . \\
& N_{1}(t)=\frac{N_{10}-N_{20}}{2} e^{\alpha t}+\sqrt{2 \beta \gamma} \frac{\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right)  \tag{3.9}\\
& N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t}+\sqrt{2 \beta \gamma} \frac{\left(N_{10}+N_{20}\right)}{\sqrt{-D}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\varphi\right) \tag{3.10}
\end{align*}
$$

## 4. The analysis of the obtaining results.

In model of ignoring of an opposite side (3.1) $\alpha$ can be considered as an indicator of aggression of the antagonistic sides, $\beta$ - an indicator of their readiness for peace, listening to peace-making appeals of international organizations, $\gamma-$ an indicator of peace-making activity of the international organizations. As it will further be shown, depending on which is more - an aggression index, or indexes of readiness for peace and peace-making activity, character and development of information warfare essentially varies.

Influence on a course of information warfare from international organizations is more effective, even at a big index of aggression from the antagonistic sides if their action has a preventive character ( $N_{30}>0$ ). Let's study a course of information warfare for various $D$.
IV.I. $D=\alpha^{2}-8 \beta \gamma>0$.

Let's consider different cases of starting position of the antagonistic sides.
IV.I.1. $\left(N_{10}=N_{20}\right)$. In case when international organizations have taken preventive measures, and the antagonistic sides have begun information warfare under equal starting conditions, the influence of international organizations on the first and second side is expressed equally as $N_{1}(t)=N_{2}(t)$.

From (3.2) - (3.4) we will obtain:

$$
\begin{gather*}
N_{3}(t)=\frac{2 \gamma N_{10}-\lambda_{2} N_{30}}{\sqrt{D}} e^{\lambda_{1} t}-\frac{2 \gamma N_{10}-\lambda_{1} N_{30}}{\sqrt{D}} e^{\lambda_{2} t}  \tag{4.1.1}\\
N_{1}(t)=\beta \frac{2 \gamma N_{10}-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{2 \gamma N_{10}-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t}  \tag{4.1.2}\\
N_{2}(t)=\beta \frac{2 \gamma N_{10}-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{\lambda_{1} t}-\beta \frac{2 \gamma N_{10}-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{\lambda_{2} t} \tag{4.1.3}
\end{gather*}
$$

Functions $N_{1}(t), N_{2}(t)$ in a point $t=0$ are equal and positive $N_{10}>0$, and at big $t$ become negative, if

$$
\begin{equation*}
N_{30}>\frac{2 \gamma N_{10}}{\lambda_{2}} \tag{4.1.4}
\end{equation*}
$$

Indeed, according to (4.1.2),

$$
\begin{equation*}
N_{1}(t)=\frac{\beta}{\sqrt{D}} e^{\lambda_{2} t}\left(\frac{2 \gamma N_{10}-\lambda_{2} N_{30}}{\lambda_{2}} e^{\left(\lambda_{1}-\lambda_{2}\right) t}-\frac{2 \gamma N_{10}-\lambda_{1} N_{30}}{\lambda_{1}}\right) \tag{4.1.5}
\end{equation*}
$$

The sign $N_{1}(t)$ at big $t$ defines the factor $\frac{2 \gamma N_{10}-\lambda_{2} N_{30}}{\lambda_{2}}$ before $e^{\left(\lambda_{1}-\lambda_{2}\right) t}$, it is negative when $2 \gamma N_{10}-\lambda_{2} N_{30}<0$ i.e. it is fair (4.1.4). In this case, the continuous function of $N_{1}(t)$ changes the sign on a semiinterval $[0,+\infty)$, i.e. in some point $t^{*}$ of this semi-interval is has zero. $t^{*}$ is from the equation which it is obtained, having equated (4.1.5) to zero and has the following appearance:

$$
\begin{equation*}
t^{*}=\frac{1}{\sqrt{D}} \ln \left(\frac{-2 \gamma N_{10}+\lambda_{1} N_{30}}{-2 \gamma N_{10}+\lambda_{2} N_{30}} \cdot \frac{\lambda_{2}}{\lambda_{1}}\right) \tag{4.1.6}
\end{equation*}
$$

(4.1.6) it makes sense, since when it is fair (4.1.4), thus

$$
\begin{equation*}
\frac{-2 \gamma N_{10}+\lambda_{1} N_{30}}{-2 \gamma N_{10}+\lambda_{2} N_{30}} \frac{\lambda_{2}}{\lambda_{1}}>1 \tag{4.1.7}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
t^{*}=\frac{1}{\sqrt{D}}\left[\ln \frac{-2 \gamma N_{10}+\lambda_{1} N_{30}}{-2 \gamma N_{10}+\lambda_{2} N_{30}}-\ln \left(\frac{\lambda_{1}}{\lambda_{2}}\right)\right] \tag{4.1.8}
\end{equation*}
$$

Analogical research we will establish that under condition of (4.1.4), the third side finishes actions ( $N_{3}(t)$ comes to zero), however a bit later

$$
\begin{equation*}
t^{* *}=\frac{1}{\sqrt{D}} \ln \frac{-2 \gamma N_{10}+\lambda_{1} N_{30}}{-2 \gamma N_{10}+\lambda_{2} N_{30}} \tag{4.1.9}
\end{equation*}
$$

Thus, if international organizations match a measure preventive $N_{30}$, for the accomplishment of the condition (4.1.4) all the three
functions $N_{1}(t), N_{2}(t), N_{3}(t)$ come to zero - i.e. information warfare comes to an end. If the condition (4.1.4) is not carried out, information warfare proceeds, and moreover, amplifies, as from (4.1.1) - (4.1.3) follows:

$$
N_{1}(t) \rightarrow+\infty, N_{2}(t) \rightarrow+\infty, N_{3}(t) \rightarrow+\infty \text {, when } t \rightarrow+\infty .
$$

IV.I.2. $\left(N_{10}>N_{20}\right)$. If the antagonistic sides have different starting position and at the same time starting conditions of the first side are more than of the second one, the function $N_{3}(t)$ comes to zero. Really, let's rewrite (3.2) as follows

$$
\begin{equation*}
N_{3}(t)=\frac{e^{\lambda_{2} t}}{\sqrt{D}}\left[\left(\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}\right) e^{\left(\lambda_{1}-\lambda_{2}\right) t}-\left(\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}\right)\right] \tag{4.1.10}
\end{equation*}
$$

It is clear that at big $t$, the sign $N_{3}(t)$ defines factor before $e^{\left(\lambda_{1}-\lambda_{2}\right) t}$, in particular $N_{3}(t)$ is negative, if $\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}<0$ i.e.

$$
\begin{equation*}
N_{30}>\frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2}} \tag{4.1.11}
\end{equation*}
$$

For $N_{30}$, obeying (4.1.11) $N_{3}(t)$ changes the sign at a semiinterval $[0,+\infty)$ from positive $N_{3}(0)=N_{30}>0$ to negative. Thus, continuous function of $N_{3}(t)$ has zero in some point $t^{* *}$ of this semiinterval which is the solution of the equation $N_{3}(t)=0$

$$
\begin{equation*}
\left(\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}\right) e^{\left(\lambda_{1}-\lambda_{2}\right) t}=\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30} \tag{4.1.12}
\end{equation*}
$$

From (4.1.12) we have

$$
\begin{equation*}
t^{* *}=\frac{1}{\sqrt{D}} \ln \left(\frac{-\gamma\left(N_{10}+N_{20}\right)+\lambda_{1} N_{30}}{-\gamma\left(N_{10}+N_{20}\right)+\lambda_{2} N_{30}}\right) \tag{4.1.13}
\end{equation*}
$$

Let's notice that the expression under the logarithm is more than unit when, $N_{30}$ obeys the condition (4.2.1.11) since $\lambda_{1}>\lambda_{2}$

$$
\frac{-\gamma\left(N_{10}+N_{20}\right)+\lambda_{1} N_{30}}{-\gamma\left(N_{10}+N_{20}\right)+\lambda_{2} N_{30}}>1
$$

Thus, $N_{2}(t)$ equals zero at point $t_{1}^{*}$ of the semi-interval [ $0,+\infty$ ).
Really, continuous function $N_{2}(t)$ (3.4) changes the sign at semiinterval $[0,+\infty): \quad N_{2}(0)=N_{20}>0$, and for accordingly big $t$ it is negative

$$
\begin{equation*}
N_{2}(t)=e^{\alpha t}\left(\frac{N_{20}-N_{10}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}\right), \tag{4.1.14}
\end{equation*}
$$

as, in this case, the sign $N_{2}(t)$ defines the first composed $\frac{N_{20}-N_{10}}{2}$ of the second factor of expression (4.1.14), which is negative, and the other members of this factor become any smaller in absolute value, for accordingly big $t$. Thus, $t_{1}^{*}$ is the solution of the transcendental equation

$$
\begin{align*}
& \quad \frac{N_{20}-N_{10}}{2}+\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}- \\
& \beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}=0 \tag{4.1.15}
\end{align*}
$$

If $N_{30}>\frac{\alpha N_{20}}{\beta}$, i.e. the derivative $N_{2}(t)$ is negative at the initial moment, then owing to (3.1), the second side at first reduces information attacks and then function $N_{2}(t)$ comes to zero.

If $N_{30}<\frac{\alpha N_{20}}{\beta}$ the second side at first increases information attacks, reaches its maximum, and then starts reducing information attacks and laer stops information warfare at all (function $N_{2}(t)$ to go out on zero).

In case of $N_{30}=\frac{\alpha N_{20}}{\beta}$, the second side with conducts information attacks with constant intensity and then stops them.

As for the first side $N_{1}(t)$, for enough big $t$, it is positive and aspires to $+\infty$, when $t \rightarrow+\infty$. Really, behavior of $N_{1}(t)$, when $t \rightarrow+\infty$ is defined by function $e^{\alpha t}$ and the sign of quantity $\frac{N_{10}-N_{20}}{2}$, which in this case is positive. It becomes obvious at the following record of $N_{1}(t)$

$$
\begin{align*}
& N_{1}(t)=e^{\alpha t}\left(\frac{N_{10}-N_{20}}{2}\right. \\
+ & \left.\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{2} N_{30}}{\lambda_{2} \sqrt{D}} e^{-\lambda_{2} t}-\beta \frac{\gamma\left(N_{10}+N_{20}\right)-\lambda_{1} N_{30}}{\lambda_{1} \sqrt{D}} e^{-\lambda_{1} t}\right) \tag{4.1.16}
\end{align*}
$$

The first composed $\frac{N_{10}-N_{20}}{2}$ of the second factor (4.1.16) -is positive, and the other members of this factor become any smaller in absolute value for enough big $t$. But if we match $N_{30}, N_{1}(t)$ will accordingly cross an abscissa. Really, we will present $N_{1}(t)$ in the form of product of two functions

$$
\begin{equation*}
N_{1}(t)=e^{\lambda_{2} t} F(t) \tag{4.1.17}
\end{equation*}
$$

where $F(t)$ is set by the formula

$$
\begin{equation*}
F(t)=\frac{N_{10}-N_{20}}{2} e^{\lambda_{1} t}-\frac{\beta}{\sqrt{D}}\left[\left(N_{30}-\frac{\gamma}{\lambda_{2}}\left(N_{10}+N_{20}\right)\right) e^{\sqrt{D} t}-\left(N_{30}-\frac{\gamma}{\lambda_{1}}\left(N_{10}+N_{20}\right)\right)\right] \tag{4.1.18}
\end{equation*}
$$

If the function $F(t)$ crosses an abscissa and $N_{1}(t)$ will also cross it at the same point,
i.e. function $F(t)$ has zero, and owing to (4.1.17) there will be zeros of the function $N_{1}(t)$ at the same points. So, we can investigate $F(t)$ and then use these results for $N_{1}(t)$.

$$
N_{1}(0)=F(0)=N_{10}>0 .
$$

Let's enter designations:

$$
\begin{align*}
& \mathrm{A} \equiv N_{30}-\frac{\gamma}{\lambda_{2}}\left(N_{10} N_{20}\right)>0  \tag{4.1.19}\\
& \mathrm{~B} \equiv N_{30}-\frac{\gamma}{\lambda_{1}}\left(N_{10}+N_{20}\right)>0 \tag{4.1.20}
\end{align*}
$$

Let's notice that B > A, then with the account of (4.1.18), (4.1.19), (4.1.20), $F(t)$ will be copied in the following way:

$$
\begin{equation*}
F(t)=\frac{N_{10}-N_{20}}{2} e^{\lambda_{1} t}-\frac{\beta}{\sqrt{D}}\left[\mathrm{~A} e^{\sqrt{D} t}-\mathrm{B}\right] \tag{4.1.21}
\end{equation*}
$$

Let's find stationary points $F(t)$ from the equation $F^{\prime}(t)=0$

$$
\begin{equation*}
F^{\prime}(t)=\frac{N_{10}-N_{20}}{2} \lambda_{1} e^{\lambda_{1} t}-\beta \mathrm{A} e^{\sqrt{D} t}=0 \tag{4.1.22}
\end{equation*}
$$

Let's divide (4.1.22) into $e^{\sqrt{D} t}$, we will obtain

$$
\frac{N_{10}-N_{20}}{2} \lambda_{1} e^{\lambda_{2} t}-\beta \mathrm{A}=0,
$$

whence

$$
\begin{equation*}
e^{\lambda_{2} t}=\frac{2 \beta A}{\left(N_{10}-N_{20}\right) \lambda_{1}} \tag{4.1.23}
\end{equation*}
$$

The equation (4.1.23) at $t>0$ has the solution when the right side is more than unit, and it will occur when

$$
2 \beta\left(N_{30}-\frac{\gamma}{\lambda_{2}}\left(N_{10}+N_{20}\right)\right)>\left(N_{10}-N_{20}\right) \lambda_{1},
$$

i.e.

$$
\begin{equation*}
N_{30}>\frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2}}+\frac{N_{10}-N_{20}}{2 \beta} \lambda_{1}=\bar{N}_{30} \tag{4.1.24}
\end{equation*}
$$

At (4.1.24), the solution (4.1.23) will be written in the following way

$$
\begin{equation*}
t_{0}=\frac{1}{\lambda_{2}} \ln \frac{2 \beta A}{\left(N_{10}-N_{20}\right) \lambda_{1}} \tag{4.1.25}
\end{equation*}
$$

Now let's investigate $F^{\prime}(t)$ in the neighborhood of the point $t_{0}$. We will present $F^{\prime}(t)$ in the following way

$$
\begin{equation*}
F^{\prime}(t)=e^{\sqrt{D} t} \frac{N_{10}-N_{20}}{2} \lambda_{1}\left(e^{\lambda_{2} t}-\frac{2 \beta A}{\lambda_{1}\left(N_{10}-N_{20}\right)}\right) \tag{4.1.26}
\end{equation*}
$$

All factors (4.1.26), are positive, except $e^{\lambda_{2} t}-\frac{2 \beta A}{\lambda_{1}\left(N_{10}-N_{20}\right)}$. And this last expression sign-variable in the neighborhood of $t_{0}$ : to the left of $t_{0}$ it is negative, and to the right of $t_{0}$ - positive, in $t_{0}$ - it is equal to zero, i.e. $t_{0}$ is a point of local minimum.

Lemma 1. There are such values of $N_{30}$, for which function $F(t)$ in a point $t_{0}$ of minimum is not positive: $F\left(t_{0}\right) \leq 0$.

The proof. Let's introduce the designation

$$
\mathrm{K} \equiv \frac{2 \beta}{\left(N_{10}-N_{20}\right) \lambda_{1}} .
$$

Then at big $N_{30}$ - from (4.1.21) we can obtain

$$
\begin{equation*}
F\left(t_{0}\right)=\frac{N_{10}-N_{20}}{2}(K A)^{\lambda_{1} / 2_{2}}-\frac{\beta}{\sqrt{D}}\left[A(K A)^{\sqrt{D} / \lambda_{2}}-B\right] \leq 0 \tag{4.1.27}
\end{equation*}
$$

Really, when $N_{30} \gg \frac{\gamma\left(N_{10}+N_{20}\right)}{\lambda_{2}}$, from (4.1.19), (4.1.20) we will obtain

$$
\mathrm{A} \approx N_{30}, \mathrm{~B} \approx N_{30} .
$$

Owing to (4.1.21) $F\left(t_{0}\right)$ looks like:

$$
\begin{aligned}
& F\left(t_{0}\right)=\frac{N_{10}-N_{20}}{2}(K)^{\lambda_{1} / \lambda_{2}}\left(N_{30}\right)^{\lambda_{1} / \lambda_{2}}-\frac{\beta}{\sqrt{D}} N_{30}\left[(K)^{\sqrt{D} / \lambda_{2}}\right. \\
& \left.\left(N_{30}\right)^{\sqrt{D} / \lambda_{2}}-1\right], \\
& F\left(t_{0}\right)=\left(N_{30}\right)^{\lambda_{1} / \lambda_{2}}(K)^{\sqrt{D} / \lambda_{2}}\left[\frac{\beta}{\lambda_{1}}-\frac{\beta}{\sqrt{D}}+\frac{\beta}{\sqrt{D}} K^{-\frac{\sqrt{D}}{\lambda_{2}}}\left(N_{30}\right)^{-\frac{\sqrt{D}}{\lambda_{2}}}\right], \\
& F\left(t_{0}\right)=\left(N_{30}\right)^{\lambda_{1} / \lambda_{2}}(K)^{\sqrt{D} / \lambda_{2}} \beta\left[-\frac{\lambda_{2}}{\lambda_{1} \sqrt{D}}+\frac{1}{\sqrt{D}}\left(K N_{30}\right)^{-\frac{\sqrt{D}}{\lambda_{2}}}\right] \leq 0,
\end{aligned}
$$

As in the right part of the last parity all factors, except the last are positive, and last - negative for big $N_{30}$. W.D.P.

Thus (4.1.27) it is fair, when $N_{30} \geq N_{30}^{* *}$, thus there is equality $F\left(t_{0}, N_{30}=N_{30}^{* *}\right)=0$. We will also notice that $N_{30}^{* *}>\bar{N}_{30}$.

As $F(t)$ in a point $t_{0}$ is not positive owing to lemma 1 it means that it is either equal to zero in this point, or is negative. On the other hand it means that $N_{1}(t)$ equals to zero either at a point $t_{0}$, or at some point $t_{1}\left(t_{1}<t_{0}\right)$.

Thus, the first side, as well as the second and the third ones, finish information warfare.
IV.I.3. ( $N_{10}<N_{20}$ ).If at the antagonistic sides have different starting conditions, and the starting position of the second one are more, the first and the second sides change roles and we get symmetric results for $N_{1}(t)$ and $N_{2}(t)$. In this case the analogue $N_{30}^{* *}$ will be designated through $N_{30}^{* * *}$.
IV.II. $D=\alpha^{2}-8 \beta \gamma=0$.

In this case the aggression index is still high.
IV.II.1. ( $N_{10}=N_{20}$ ). In case when international organizations have taken preventive measures, and the antagonistic sides have begun information warfare under equal starting conditions influence of international organizations on the first and the second sides is the same and taking into account (3.5) - (3.7) involvement of each side into information warfare will be described as following:

$$
\begin{align*}
& N_{1}(t)=N_{2}(t)=\left[N_{10}+\left(\frac{\alpha}{2} N_{10}-\beta N_{30}\right) t\right] e^{\frac{\alpha}{2} t}  \tag{4.2.1}\\
& N_{3}(t)=\left[N_{30}+\left(2 \gamma N_{10}-\frac{\alpha}{2} N_{30}\right) t\right] e^{\frac{\alpha}{2} t} \tag{4.2.2}
\end{align*}
$$

All the three functions (4.2.1), (4.2.2) come to zero if the factor before $t$ is negative, which is reached at (4.2.1), when

$$
\begin{equation*}
N_{30}>\frac{\alpha}{2 \beta} N_{10} \tag{4.2.3}
\end{equation*}
$$

and at (4.2.2), when

$$
\begin{equation*}
N_{30}>\frac{4 \gamma}{\alpha} N_{10} \tag{4.2.4}
\end{equation*}
$$

Let's notice that the right sides (4.2.3) and (4.2.4) - are equal when $D=0$. Functions $N_{1}(t)$ and $N_{2}(t)$ come to zero at some point $t^{*}$, where

$$
\begin{equation*}
t^{*}=\frac{N_{10}}{\beta N_{30}-\frac{\alpha}{2} N_{10}}=\frac{N_{10}}{\beta\left(N_{30}-\frac{\alpha}{2 \beta} N_{10}\right)}, \tag{4.2.5}
\end{equation*}
$$

and $N_{3}(t)$ comes to zero in $t^{* *}$ where

$$
\begin{equation*}
t^{* *}=\frac{N_{10}}{\frac{\alpha}{2} N_{30}-2 \gamma N_{10}}=\frac{N_{30}}{\frac{\alpha}{2}\left(N_{30}-\frac{\alpha}{2 \beta} N_{10}\right)} \tag{4.2.6}
\end{equation*}
$$

It is obvious that in case of $(4.2 .3)$ or $(4.2 .4) t^{* *}>t^{*}$. Thus, when
$D=0, N_{10}=N_{20}$ и $N_{30}>\frac{4 \gamma}{\alpha} N_{10}$, all the three sides finish information warfare.

Thus, if the bilateral inequality is carried out

$$
\begin{equation*}
\frac{\alpha}{\beta} N_{10}>N_{30}>\frac{\alpha}{2 \beta} N_{10}, \tag{4.2.7}
\end{equation*}
$$

then the antagonistic sides make their attacks active at first, but then, after definite time, under the pressure of international organizations, reduce, and then and stop information warfare at all.

If the inequality (4.2.7) is not carried out in the left part, i.e. there is

$$
N_{30}>\frac{\alpha}{\beta} N_{10},
$$

then, the antagonistic sides under the pressure of international organizations reduce information influence from the very beginning and cease information warfare once and for all. If the inequality (4.2.7) is not carried out in the right part, i.e.

$$
0<N_{30}<\frac{\alpha}{2 \beta} N_{10},
$$

then according to (4.2.1), (4.2.2), information warfare develops

$$
N_{1}(t) \rightarrow+\infty, N_{2}(t) \rightarrow+\infty, N_{3}(t) \rightarrow+\infty \text {, when } t \rightarrow+\infty \text {. }
$$

IV.II.2. ( $N_{10}>N_{20}$ ).If at the antagonistic sides have different starting position and at the same time the starting conditions of the first side are more than of the second one, under certain conditions all the three required functions come to zero.

For $N_{3}(t)$ coming to zero is reached proceeding from (3.5) when the factor before $t$ will be negative, i.e. in case of

$$
\begin{equation*}
N_{30}>\frac{\alpha\left(N_{10}+N_{20}\right)}{4 \beta}, \tag{4.2.8}
\end{equation*}
$$

thus $N_{3}(t)$ comes to zero at a point $t^{* *}$

$$
\begin{equation*}
t^{* *}=\frac{N_{30}}{\frac{\alpha}{2} N_{30}-\gamma\left(N_{10}+N_{20}\right)} \tag{4.2.9}
\end{equation*}
$$

As for the function $N_{1}(t)$ it becomes any bigger for big $t$. With the account of $N_{10}>N_{20}$, it is well visible from the following record of $N_{1}(t)$

$$
\begin{equation*}
N_{1}(t)=\left\{\frac{N_{10}-N_{20}}{2}+\left[\frac{N_{10}+N_{20}}{2}+\frac{2 \beta}{\alpha}\left(\gamma N_{10}+\gamma N_{20}-\frac{\alpha}{2} N_{30}\right) t\right] e^{-\frac{\alpha}{2} t}\right\} e^{\alpha t} \tag{4.2.10}
\end{equation*}
$$

Let's write down the equation $N_{1}(t)=0$, taking into account (4.2.10) and division into $e^{\frac{\alpha}{2} t}$, then

$$
\begin{equation*}
\left(N_{10}-N_{20}\right) e^{\frac{\alpha}{2} t}=-\left(N_{10}+N_{20}\right)+\left(2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right) t \tag{4.2.11}
\end{equation*}
$$

Let's enter a designation

$$
\begin{equation*}
F(t) \equiv\left(N_{10}-N_{20}\right) e^{\frac{\alpha}{2} t}+\left(N_{10}+N_{20}\right)-\left(2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right) t \tag{4.2.12}
\end{equation*}
$$

as

$$
N_{1}(t)=\frac{1}{2} e^{\frac{\alpha}{2} t} F(t),
$$

therefore zero $F(t)$ will be the zero of $N_{1}(t)$, and there is also equality

$$
F(0)=2 N_{10}>0 .
$$

Let's find stationary points $F(t)$ :

$$
\begin{equation*}
F^{\prime}(t)=\frac{\alpha}{2}\left(N_{10}-N_{20}\right) e^{\frac{\alpha}{2} t}-\left(2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right), \tag{4.2.13}
\end{equation*}
$$

whence we will obtain that

$$
F^{\prime}(0)=-2 \beta\left(N_{30}-\frac{\alpha}{2 \beta} N_{10}\right)<0
$$

when

$$
\begin{equation*}
N_{30}>\frac{\alpha}{2 \beta} N_{10} \tag{4.2.14}
\end{equation*}
$$

At performance (4.2.14), the decrease $F(t)$ begins from zero. The decrease interval $F(t)$ is calculated from the following inequality

$$
\begin{align*}
& F^{\prime}(t) \\
& 1<0  \tag{4.2.15}\\
& 1<e^{\frac{\alpha}{2} t}<\frac{2\left[2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right]}{\alpha\left(N_{10}-N_{20}\right)}
\end{align*}
$$

Thus, when it is fairly (4.2.14) has the following inequality

$$
\frac{2\left[2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right]}{\alpha\left(N_{10}-N_{20}\right)}>1
$$

In case of (4.2.14), $F(t)$ decreases at an interval $\left(0, t^{+}\right)$, thus $t^{*}$ is the solution
the equation $F^{\prime}(t)=0$, i.e. $t^{*}$ is a point of a local minimum $F(t)$ and looks like:

$$
\begin{equation*}
t^{*}=\frac{2}{\alpha} \ln \frac{2\left(2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right)}{\alpha\left(N_{10}-N_{20}\right)} \tag{4.2.16}
\end{equation*}
$$

Let's define conditions for $N_{30}$, at which $F(t)$ becomes negative at $t^{*}$.

$$
\begin{equation*}
F\left(t^{*}\right)=\frac{4 \beta N_{30}}{\alpha}-\left(\frac{4 \beta}{\alpha} N_{30}-\left(N_{10}+N_{20}\right)\right) \ln \frac{2\left(2 \beta N_{30}-\frac{\alpha}{2}\left(N_{10}+N_{20}\right)\right)}{\alpha\left(N_{10}-N_{20}\right)} \leq 0 \tag{4.2.17}
\end{equation*}
$$

Lemma 2. The inequality (4.2.17) is just, when $N_{30} \geq N_{30}^{*}$,

$$
n^{*} \frac{\alpha}{4 \beta}\left(N_{10}+N_{20}\right)=N_{30}^{*}, n^{*} \cong 4,5911
$$

The proof.

The solution to inequality (4.2.17) concerning $N_{30}$, we will search as follows

$$
n \frac{\alpha}{4 \beta}\left(N_{10}+N_{20}\right)=N_{30}
$$

and match such $n$ that $F\left(t^{*}\right) \leq 0$. Then

$$
\begin{align*}
& F\left(t^{*}\right)=n\left(N_{10}+N_{20}\right)-\left(N_{10}+N_{20}\right)(n-1) \ln \frac{(n-1)\left(N_{10}+N_{20}\right)}{N_{10}-N_{20}}=\left(N_{10}+N_{20}\right) \\
& {\left[n-(n-1) \ln \frac{(n-1)\left(N_{10}+N_{20}\right)}{N_{10}-N_{20}}\right] \leq\left(N_{10}+N_{20}\right)[n-(n-1) \ln (n-1)] \leq 0} \tag{4.2.18}
\end{align*}
$$

The inequality (4.2.18) for $n>1$ is just, if

$$
n-(n-1) \ln (n-1) \leq 0
$$

Let's designate

$$
G(n) \equiv n-(n-1) \ln (n-1) .
$$

Then

$$
\begin{aligned}
& G(n) \rightarrow 1+, \text { при } n \rightarrow 1+; \\
& G^{\prime}(n)<0, \text { при } n>2 ; \\
& G^{\prime}(n)>0, \text { когда } 1<n<2 ; \\
& G^{\prime}(n)=0, \text { когда } n=2,
\end{aligned}
$$

i.e. $n=2$ is the point of a local maximum for function $G(n)$. It's clear that there is such point as $n^{*}$, for which

$$
G\left(n^{*}\right)=0,
$$

as $G(4)>0, G(5)<0$, that $4<n^{*}<5$, more precisely $n^{*} \cong 4,5911$.

Thus, when, $N_{30} \geq n^{*} \frac{\alpha}{4 \beta}\left(N_{10}+N_{20}\right)$ i.e. $n \geq n^{*}, G(n) \leq 0$ and $F\left(t^{*}\right) \leq 0$.

## The lemma is proved.

It is obvious that as there is (4.2.17), the function $N_{1}(t)$ has zero. As for $N_{2}(t)$, it is for any $N_{30}$ and big $t$ aspires to $-\infty$, and consequently its zero $t^{* *}$, is the solution of the following transcendental equation

$$
\begin{gathered}
N_{2}(t)=\frac{N_{20}-N_{10}}{2} e^{\alpha t} \\
{\left[\frac{N_{10}+N_{20}}{2}+\frac{2 \beta}{\alpha}\left(\gamma N_{10}+\gamma N_{20}-\frac{\alpha}{2} N_{30}\right) t\right] e^{\frac{\alpha}{2} t}=0}
\end{gathered}
$$

IV.II.3. $\left(N_{10}<N_{20}\right)$. If at the antagonistic sides have different starting conditions and the starting position of the second side is more, the first and the second sides change roles and there are symmetric results for $N_{1}(t)$ and $N_{2}(t) . N_{30}^{1}$ will be the analogue for $N_{30}^{*}$.
IV.III. $D=\alpha^{2}-8 \beta \gamma<0$.
IV.III.1. $\left(N_{10}=N_{20}\right)$. In case when the antagonistic sides have begun information warfare under equal starting conditions the influence of international organizations on the first and second sides is productive. In this case, taking into account (3.8) - (3.10), functions $N_{3}(t), N_{1}(t)$, $N_{2}(t)$, will become

$$
\begin{gathered}
N_{3}(t)=\sqrt{N_{30}^{2}+\frac{\left(4 \gamma N_{10}-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\theta_{1}\right) \\
\theta_{1}=\operatorname{arctg} \frac{N_{30} \sqrt{8 \beta \gamma-\alpha^{2}}}{4 \gamma N_{10}-\alpha N_{30}}
\end{gathered}
$$

$$
\begin{gathered}
N_{1}(t)=N_{2}(t)=\sqrt{\frac{\beta}{2 \gamma}} \sqrt{N_{30}^{2}+\frac{\left(4 \gamma N_{10}-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}} e^{\frac{\alpha}{2} t} \sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\theta_{1}+\varphi\right) \\
\varphi=\operatorname{arctg} \frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{\alpha}
\end{gathered}
$$

According to (4.3.2), functions $N_{1}(t)$ and $N_{2}(t)$ come to zero at point $t^{*}$

$$
\begin{equation*}
t^{*}=\frac{2\left(\pi-\varphi-\theta_{1}\right)}{\sqrt{-D}} \tag{4.3.3}
\end{equation*}
$$

and $N_{3}(t)$ in $t^{* *}$, which is more than $t^{*}$

$$
\begin{equation*}
t^{* *}=\frac{2\left(\pi-\theta_{1}\right)}{\sqrt{-D}} \tag{4.3.4}
\end{equation*}
$$

and information warfare stops.
IV.III.2. ( $N_{10}>N_{20}$ ). If at the antagonistic sides have different starting positions and thus, the starting conditions of the first side are more than of the second one the function $N_{3}(t)$ comes to zero at point $t_{1}^{* *}$ according to (3.8)

$$
t_{1}^{* *}=\frac{2(\pi-\theta)}{\sqrt{-D}}
$$

and $N_{2}(t) \rightarrow-\infty$, at $t \rightarrow+\infty$, therefore the function $N_{2}(t)$ has zero at point $t_{1}{ }^{*}$, which is from the equation

$$
N_{2}\left(t_{1}^{*}\right)=0,
$$

where $-N_{2}(t)$, looks like (3.10).

As for $N_{1}(t), N_{1}(t) \rightarrow+\infty$, at $t \rightarrow+\infty$, but at selection $N_{30}$, the function $N_{1}(t)$ can come to zero.

Indeed, the parity

$$
N_{1}(t)=0
$$

owing to (3.9), gives the following equation

$$
\begin{equation*}
\sin \left(\frac{\sqrt{8 \beta \gamma-\alpha^{2}}}{2} t+\theta+\varphi\right)=\left(\frac{N_{20}-N_{10}}{2} e^{\frac{\alpha}{2}}\right) / \sqrt{\frac{\beta}{2 \gamma}} \sqrt{N_{30}{ }^{2}+\frac{\left(2 \gamma\left(N_{10}+N_{20}\right)-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}} \tag{4.3.5}
\end{equation*}
$$

According to (4.3.5), the condition of existence of zero for $N_{1}(t)$, leads to the following inequality

$$
\begin{gather*}
0 \leq \frac{\left(N_{10}-N_{20}\right) e^{\frac{\alpha}{2}}}{\sqrt{\frac{\beta}{2 \gamma}} \sqrt{N_{30}^{2}+\frac{\left(2 \gamma\left(N_{10}+N_{20}\right)-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}} \leq 2,} \\
e^{\frac{\alpha}{2} t} \leq \frac{2 \cdot \sqrt{\frac{\beta}{2 \gamma}} \sqrt{N_{30}^{2}+\frac{\left(2 \gamma\left(N_{10}+N_{20}\right)-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}}}{N_{10}-N_{20}} \\
t \leq \frac{2}{\alpha} \ln \frac{\sqrt{\frac{\beta}{2 \gamma}} \sqrt{N_{30}^{2}+\frac{\left(2 \gamma\left(N_{10}+N_{20}\right)-\alpha N_{30}\right)^{2}}{8 \beta \gamma-\alpha^{2}}}}{N_{10}-N_{20}} \tag{4.3.6}
\end{gather*}
$$

The solution (4.3.5) concerning $t$, which satisfies (4.3.6), always exists for big $N_{30}$.

Thus the function $N_{1}(t)$ has a zero, hence the first side finishes information warfare too.
IV.III.3. $\left(N_{10}<N_{20}\right)$. If at the antagonistic sides have different starting conditions and the starting position of the second side is more the first and second sides change roles and there are symmetric results for $N_{1}(t)$ and $N_{2}(t)$.

Thus, the analysis of the received results shows that functions $N_{1}(t), N_{2}(t)$ and $N_{3}(t)$ come to zero at selection of corresponding $N_{30}$ and $\gamma$ (with the help of prevention and increase in peace-making activity). If there are no preventive activities from the international organizations, then coming to zero of all the three required functions is possible only in case, when $D<0$ (aggression of the antagonistic sides is weaker than peace-making activity). Thus, in the last case, coming to zero is provided with increase of $\gamma$ (peace-making activity), even in case when information warfare begins under different starting conditions.

International organizations capable of extinguishing information warfare, i.e. functions $N_{1}(t)$ and $N_{2}(t)$, do not come to zero, when $D \geq 0$ (high aggression of the antagonistic sides) and there are no preventive actions from their side.

## REFERENCES

1. Joint Pub 3-13 "Information Operations", DOD US. December, 1998.
2. G. G. Pochentsov. Propagation and counter-propaganda. Publish house "Center", M., 2004.
3. www. securitylab.ru
4. T. Rona. "Weapon Systems and Information War". Boeing Aerospace Co., Seattle, WA, 1976.
5. M. Hananashvili. Information stress. National Academy of sciences of Georgia. Tbilisi, 2008 (in Georgian).
6. M. Bogdanov, V. V. Mohor. Mathematical model of information influence. Інформаиійні the technologist і ї that безпека: Збірник

наукових праць Інституту problems реєстрац і ї інформац і ї NAN Ukrain. - К: IПP I, 2002. - Vip. 2.
7. J. R. Cares. An Information Age Combat model. Alidade Consulting Technical Paper, March, 2001.
8. J. Jormakka, J. V. E. Molsa. Modelling Information Warfare as a Game. - Journal of Information Warfare. 2005, 4 (2): 12-25.
9. T. Chilachava, N. Kereselidze. About one mathematical model of the information warfare. - Fifth congress of mathematicians of Georgia. Abstracts of contributed talks. Batumi/Kutaisi, October 912, 2009 , p. 85.
10. T. Chilachava, T. Dzidziguri. Mathematical modelling. Tbilisi, 2008, 440 p. (in Georgian).
11. A. Samarskii, A. Mikhailov. Mathematical Modeling: Ideas. Methods. Examples. Moscow, 1997, 320 p.

## 

##  








































## HAMLET MELADZE

## ON TWO-LAYER FACTORIZED DIFFERENCE SCHEMES FOR SYSTEM OF DIFFERENTIAL EQUATIONS WITH PARTIAL DERIVATIVES <br> OF PARABOLIC TYPE

Abstract. The mixed problem with first sort boundary conditions for systems of equations of parabolic type is considered

$$
\frac{\partial u}{\partial t}=L u+f,
$$

where $L$ - strong elliptic operator with variable coefficients, containing the mixed derivatives, $u=\left(u^{(1)}, u^{(2)}, \ldots, u^{(n)}\right)$, $f=\left(f^{(1)}, f^{(2)}, \ldots, f^{(n)}\right)-n$-dimensional vectors. The two-layer factorized scheme is constructed. The received algorithms can be effectively realized for multiprocessing computing systems. For solution of difference
scheme the aprioristic estimation on layer in norm of mesh space $W_{2}$ is received, on which basis convergence of solution of difference scheme to the solution of an initial problem is proved.

2000Mathematics Subject Classification: 65M12, 65M15, 65M55.

Key words and phrases: difference scheme, two-layer factorized scheme, parabolis type.

## 1. Introduction

As it is known, at the mathematical formulation of many scientific and technical problems there are arising the differential equations with partial derivatives of parabolic type [1,2]. Construction and investigation of the difference schemes for linear system of equations of parabolic type with the mixed derivatives is a subject of the present article.

The solution of such problems is one of challenges in numerical mathematics and demands, as a rule, a lot of computing resources. One of
the ways of reduction the time of the solution of such problems is to use the parallel computations on multiprocessing computing systems.

Usage of parallel computing systems demands construction of algorithms in the form accessible to parallel processing of the data. In computational mathematics enough considerable quantity of such methods is developed. One of such methods is the method of decomposition of challenging tasks on more simple tasks moving implementations on parallel processors.

At construction of the difference schemes with given properties the method of the regularization offered by A.A.Samarskim [3,4], possesses the big efficiency. In the present paper this method is used for construction of the difference schemes, which can be easily implemented on parallel computing systems.

According to the regularization method:

- At first, the initial difference scheme, meeting requirements of approximation of the given order is constructed.
- the regularizator, that is operator, providing absolute stability of the difference scheme, is selected.
- By means of the factorization method of the operator on the upper layer passage to the economic stable difference scheme is made.
Thus, the basic attention is given to following problems:

1. Reception economic difference scheme at minimal requirements on the spatial operator. It is required only that the spatial operator will be strong elliptic.
2. Absolute stability at any $\tau<\infty(\tau$ - a step on time $)$ and $h_{\alpha}<\infty$ ( $h_{\alpha}$ - a step in a direction on $x_{\alpha}, \alpha=1,2, \ldots, p$ ).
3. Application of one-dimensional double-sweep algorithm for solution of received difference equations. These algorithms can be used for parallel computing systems.
4. The convergence proof of difference schemes at smaller smoothness of the solution of initial system of the differential equations that is reached by refusal of an estimation of local approximation.
To the problem of construction of difference splitting schemes the extensive literature is devoted. We will note some monograph [3,5,6]. It is possible to find the extensive list of works in this direction in these monographs. Let's note also some works on parallel algorithms of the solution of parabolic equations [8-12]. It is natural, that this list is incomplete.

## 2. The statement of the problem

$1^{\circ}$. Let, $D_{p}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{p}\right), \quad 0<x_{\alpha}<\ell_{\alpha}, \quad \alpha=1,2, \ldots, p\right\}$ is open $p$-dimensional parallelepiped in $p$-dimensional Euclid space $E_{p}$. $\Gamma$ surface of parallelepiped $D_{p}$ and $\bar{D}_{p}=D_{p} \cup \Gamma$-- is the $D_{p}$ area's closure.
$G_{T}=D_{p} \times(0, T]$-- cylinder in $(p+1)$-dimensional Euclid space with basis $E_{p} . \bar{G}_{T}=\bar{D}_{p} \times[0, T]-$ is the closure of the area $G_{T}$ and $(x, t)-$ any point in $\bar{G}_{T} . C^{\ell, k}\left(\bar{G}_{T}\right)$ is the set of continuous in $\bar{G}_{T}$ functions, which have in $\bar{G}_{T}$ continuous derivatives to an order $\ell$ (inclusive) on $x$ and to an order $k$ (inclusive) on $t$.

In cylinder $\bar{G}_{T}$ we considered the following problem for system of equations of parabolic type with mixed derivatives:

Let's find continuous in $\bar{G}_{T}$ solution of system of the equations

$$
\begin{equation*}
\frac{\partial u^{(i)}}{\partial t}=\sum_{j=1}^{n} \sum_{\alpha, \beta=1}^{p} \frac{\partial}{\partial x_{\alpha}}\left(K_{\alpha, \beta}^{i, j}(x, t) \frac{d u^{(j)}}{d x_{\beta}}\right)+f^{i}(x, t), \quad i=1,2, \ldots, n, \tag{1.1}
\end{equation*}
$$

satisfying to boundary conditions

$$
\begin{equation*}
u^{(i)}\left(x^{\prime}, t\right)=g^{(i)}\left(x^{\prime}, t\right) \text {, when } x^{\prime} \in \Gamma \times[0, T], i=1,2, \ldots, n, \tag{1.2}
\end{equation*}
$$

and to initial conditions

$$
\begin{equation*}
u^{(i)}(x, 0)=u_{0}^{(i)}(x) \text {, when } x \in \bar{D}_{p}, \quad i=1,2, \ldots, n . \tag{1.3}
\end{equation*}
$$

Let's assume that following conditions are satisfied:
I. Coefficients $K_{\alpha, \beta}^{i, j}(x, t)$ are Lipschitz-continuous with respect to $t$. Let's assume also that matrixes from coefficients of the spatial operator $K_{\alpha \beta}=\left(K_{\alpha, \beta}^{i, j}\right)_{i, j=1}^{n}(\alpha, \beta=1,2, \ldots, p)$ are symmetric and that the problem (1.1)-(1.3) has the unique solution $u \equiv u(x, t)$, continuous in $\bar{G}_{T}$ and differentiated necessary number of times.
II. Spatial operator of system of equations (1.1) is strong-elliptic, so that for any $t \in[0, T]$ the following inequality is true

$$
\begin{equation*}
v_{1} \sum_{\alpha=1}^{p} \sum_{i=1}^{n}\left(\xi_{\alpha}^{i}\right)^{2} \leq \sum_{\alpha, \beta}^{1 \leftarrow p} \sum_{i, j}^{1 \leftarrow n} K_{\alpha \beta}^{i j} \xi_{\beta}^{j} \xi_{\alpha}^{i} \leq v_{2} \sum_{\alpha=1}^{p} \sum_{i=1}^{n}\left(\xi_{\alpha}^{i}\right)^{2}, \tag{1.4}
\end{equation*}
$$

where $\left\{\xi_{\alpha}^{i}\right\}$-- any real numbers, $v_{1}$ and $v_{2}$-- positive constants.

## 3. The two layer difference scheme for problem (1.1)-(1.3)

$1^{\circ}$. In cylinder $\bar{G}_{T}$ let's introduce the difference mesh. Construction of spatial-time mesh in $\bar{G}_{T}$ is carried out by means of onedimensional meshes on intervals $\left[0, \ell_{\alpha}\right], \quad \alpha=1,2, \ldots, p$ and $[0, T]$ :

$$
\begin{aligned}
& \bar{\omega}_{\alpha}=\left\{x_{\alpha}^{\left(i_{\alpha}\right)}=i_{\alpha} h_{\alpha}, \quad i_{\alpha}=0,1, \ldots, N_{\alpha}, \quad N_{\alpha} h_{\alpha}=\ell_{\alpha}\right\}, \alpha=1,2, \ldots, p . \\
& \omega_{\alpha}=\left\{x_{\alpha}^{\left(i_{\alpha}\right)}=i_{\alpha} h_{\alpha}, \quad i_{\alpha}=1, \ldots, N_{\alpha}-1, \quad N_{\alpha} h_{\alpha}=\ell_{\alpha}\right\}, \alpha=1,2, \ldots, p .
\end{aligned}
$$

The difference mesh in parallelepiped $\bar{D}_{p}$ is constructing in following way:

$$
\begin{gathered}
\bar{\omega}_{h}=\prod_{\alpha=1}^{p} \bar{\omega}_{\alpha}=\left\{x=\left(i_{1} h_{1}, \ldots, i_{p} h_{p}\right) \in \bar{D}_{p}, \quad i_{\alpha}=0,1, \ldots, N_{\alpha}, \quad N_{\alpha} h_{\alpha}=\ell_{\alpha}\right\} . \\
\omega_{h}=\prod_{\alpha=1}^{p} \omega_{\alpha}-\text {-s set of internal points of difference grid in } D_{p} .
\end{gathered}
$$

Denote by $\gamma_{h}=\bar{\omega}_{h} \backslash \omega_{h} \equiv\{x \in \Gamma\}$ the set of knots, belonging to the boundary $\Gamma$, which are named the boundary knots. On interval $[0, T]$ let's introduce the difference mesh

$$
\bar{\omega}_{\tau}=\left\{t_{j}=j \tau, \quad j=0,1, \ldots, k, \quad k \tau=T\right\} .
$$

Let $\Omega_{h \tau}=\omega_{h} \times \omega_{\tau}$ be the partial-time mesh of internal knots of cylinder $G_{T}$ and $\left(x, t_{j}\right)$ is any knot of $\Omega_{h \tau} . \Gamma_{h \tau}=\gamma_{h} \times \bar{\omega}_{\tau}$ be the set of knots of difference grid on lateral surface of the cylinder $\bar{G}_{T}$ and $\left(x^{\prime}, t_{j}\right)$ is knot, belonging to $\Gamma_{h \tau}$. Then
$\bar{\Omega}_{h \tau}=\Omega_{h \tau} \cup \Gamma_{h \tau}=\bar{\omega}_{h} \times \bar{\omega}_{\tau}$
is the partial-time mesh in $\bar{G}_{T}$.
$2^{\circ}$. We will deal with functions of discrete argument, defined in knots of difference mesh and named mesh functions.

We will consider the set of net vector-functions $y=\left(y^{(1)}, y^{(2)}, \ldots, y^{(n)}\right)$, defined on $\bar{\Omega}_{h \tau}$. For them the symbol $y^{(j)}$ means value of a mesh vector-function in knots $\left(x, t_{j}\right)$.

We will use designations:

$$
\begin{aligned}
& x^{\left( \pm 1_{\alpha}\right)}=\left(x_{1}, \ldots, x_{\alpha-1}, x_{\alpha} \pm h_{\alpha}, x_{\alpha+1}, \ldots, x_{p}\right), \\
& y^{\left( \pm 1_{\alpha}\right)}=y\left(x^{\left( \pm 1_{\alpha}\right)}\right)=\left(y_{1}\left(x^{\left( \pm 1_{\alpha}\right)}\right), \ldots, y_{n}\left(x^{\left( \pm 1_{\alpha}\right)}\right)\right), \\
& |h|^{2}=\sum_{\beta=1}^{p} h_{\alpha}^{2} .
\end{aligned}
$$

Let's enter the difference relations:

$$
\begin{aligned}
& y_{\bar{x}_{\alpha}}=\frac{y-y^{\left(-1_{\alpha}\right)}}{h_{\alpha}}, \quad y_{x_{\alpha}}=\frac{y^{\left(+1_{\alpha}\right)}-y}{h_{\alpha}} \\
& \left(y_{\bar{x}_{\alpha}}\right)_{x_{\beta}}=y_{\bar{x}_{\alpha} x_{\beta}}=\frac{y^{\left(-1_{\alpha}\right)}-2 y+y^{\left(+1_{\alpha}\right)}}{h_{\alpha}^{2}}=\Lambda_{\alpha}^{0} y, \\
& -\Lambda_{\alpha}^{0} y=A_{\alpha}^{0} y, \quad A^{0}=\sum_{\alpha=1}^{p} A_{\alpha}^{0}
\end{aligned}
$$

For the mesh vector-functions defined on $\bar{\Omega}_{h \tau}$, besides the specified designations, we will use still the following:

$$
\begin{array}{lll}
\hat{y}=y\left(x, t_{j+1}\right), & y=y\left(x, t_{j}\right), \quad \breve{y}=y\left(x, t_{j-1}\right), \\
y_{\bar{t}}=\frac{y-\bar{y}}{\tau}, \quad y_{t}=\frac{\hat{y}-y}{\tau}, \quad y_{\bar{t} t}=\frac{\hat{y}-2 y+\bar{y}}{\tau^{2}}, \quad y_{0}=\frac{\hat{y}-\breve{y}}{2 \tau} .
\end{array}
$$

$3^{\circ}$. Set of the mesh functions, defined on the mesh $\bar{\omega}_{p}$, we will designate by $H$, and its subset consisting of mesh functions, becoming zero on $\gamma_{p}$ - through $\stackrel{\circ}{H}$.

On set $\stackrel{\circ}{H}$ we will enter the scalar product

$$
(y, v)=\sum_{i=1}^{n}\left(y^{i}, v^{i}\right),
$$

Where

$$
\left(y^{i}, v^{i}\right)=\sum_{x \in \omega_{p}} y^{i}(x) v^{i}(x) H, \quad H=\prod_{\alpha=1}^{p} h_{\alpha} .
$$

It is obvious, that this scalar product induces the norm $\|y\|_{0}^{2}=(y, y)$.

Denote by $\omega_{p}^{+\alpha}=\omega_{p} \cup \gamma_{\alpha}^{+}$, where $\gamma_{\alpha}^{+}$-- set of knots of border $\gamma_{p}$, at which $x_{\alpha}=l_{\alpha} \cdot \gamma_{\alpha \beta}^{+}(\alpha \neq \beta)$-- set of knots of border $\gamma_{p}$, at which $x_{\alpha}=l_{\alpha}, x_{\beta}=l_{\beta}$ and etc. Similarly, we will designate through $\gamma_{\alpha}^{-}-$set of knots of border $\gamma_{p}$, at which $x_{\alpha}=0$ and etc.

Let's enter the designation $\omega_{p}^{+}=\omega_{p} \cup \gamma_{1,2, \ldots, p}^{+}$. Scalar product also is required to us:

$$
(y, v]_{\alpha}=\sum_{i=1}^{n}\left(y^{i}, v^{i}\right], \quad\left(y^{i}, v^{i}\right]=\sum_{x \in \omega_{p}^{+}} y^{i}(x) v^{i}(x) H .
$$

Let's enter the mesh space of Sobolev $\stackrel{\circ}{W}_{2}^{(1)}\left(\omega_{p}\right)$, consisting the functions of set $\stackrel{\circ}{H}$. The norm in this space is set by means of following equality

$$
\|u\|_{1}^{2}=\|u\|_{\bar{W}_{2}}^{2}=\sum_{\alpha=1}^{p}\left\|u_{\bar{x}_{\alpha}}\right\|_{0}^{2}, \quad\left\|u_{\bar{x}_{\alpha}}\right\|_{0}^{2}=\left(1,\left(u_{\bar{x}_{\alpha}}\right)^{2}\right] .
$$

。(1)
Let's notice that $W_{2}-$ is full Hilbert space concerning this norm.
$4^{\circ}$. Let $A-$ the linear self-conjugate operator and $A>0$, operating in Hilbert space $H$. We will define new scalar product

$$
(y, v)_{A}=(A y, v) .
$$

Owing to such definition $\stackrel{\circ}{H}$ turns in new Hilbert space, which we will denote through $H_{A}$. Energetic space $H_{A}$ consists of the same elements, as the space $\stackrel{\circ}{H}$. Norm in $H_{A}$ we will denote by the symbol $\|\cdot\|_{A}$ :

$$
\|u\|_{A}^{2}=(A u, u)
$$

$5^{\circ}$. For problem (1.1)-(1.4) let's consider two-layer difference scheme, which order of approximation in a class $C^{4,2}\left(\bar{G}_{T}\right)$ of solutions (1.1) is a value of the order $O\left(\tau+|h|^{2}\right)$ :

$$
\begin{aligned}
(E+\tau R) y_{t}+A y & =f(x, t), \quad(x, t) \in \Omega_{h \tau}, \\
\text { where } \quad y & =\left(y^{(1)}, y^{(2)}, \ldots, y^{(n)}\right), \quad f=\left(f^{(1)}, f^{(2)}, \ldots, f^{(n)}\right)-n-
\end{aligned}
$$

dimensional vectors, and operator $A$ is defined by equality

$$
\begin{equation*}
A y=-\frac{1}{2} \sum_{\alpha, \beta}^{1 \div p}\left[\left(K_{\alpha \beta}(x, t) y_{\bar{x}_{\beta}}\right)_{x_{\alpha}}+\left(K_{\alpha \beta}(x, t) y_{x_{\beta}}\right)_{\bar{x}_{\alpha}}\right] \tag{2.2}
\end{equation*}
$$

$R$ - operator-regularizator, which choice provides absolute stability of difference scheme (2.1).

The vector function $y(x, t)$ satisfies the following boundary and initial conditions:

$$
\begin{equation*}
y\left(x^{\prime}, t\right)=g\left(x^{\prime}, t\right), \quad \text { if } \quad x^{\prime} \in \Gamma_{h \tau}, \quad y(x, 0)=u_{0}(x) . \tag{2.3}
\end{equation*}
$$

In work [4] is proved the fairness of following relations

$$
\begin{equation*}
v_{1}\left(A^{0} y, y\right) \leq(A y, y) \leq v_{2}\left(A^{0} y, y\right), \text { or } v_{1} A^{0} \leq A \leq v_{2} A^{0} \tag{2.4}
\end{equation*}
$$

for any vector $y \in H_{0}$.
Hence, operators $A$ and $A^{0}$ in $H$ are energetically equivalent with constants $v_{1}$ and $v_{2}$.

On the basis of the results $\S 2$ from [7] and inequalities (2.4) it is possible to conclude, that the difference scheme (2.1) with regularizator
$R=\sigma A^{0}$, at $\sigma \geq 0.5 v_{2}$, is absolutely stabile in space $\stackrel{\circ}{H}$ (stabile under the initial data and the right part).
$6^{\circ}$. Let's pass to construction economic factorized two-layer difference scheme, considering the scheme (2.1) as initial. As

$$
\begin{equation*}
R=\sigma A^{0}=\sum_{\alpha=1}^{p} R_{\alpha}, \quad R_{\alpha}=\sigma A_{\alpha}^{0}, \quad \sigma \geq 0.5 v_{2} \tag{2.5}
\end{equation*}
$$

then, replacing the operator $E+\tau R=E+\tau \sum_{\alpha=1}^{p} R_{\alpha}$ with the factorized operator $\prod_{\alpha=1}^{p}\left(E+\tau R_{\alpha}\right)$, we receive the two-layer factorized difference scheme

$$
\begin{equation*}
\prod_{\alpha=1}^{p}\left(E+\tau R_{\alpha}\right) y_{t}+A y=f(x, t) \tag{2.6}
\end{equation*}
$$

which in a canonical form can be written down as follows

$$
\begin{equation*}
(E+\tau \tilde{R}) y_{t}+A y=f(x, t), \quad(x, t) \in \Omega_{h \tau} \tag{2.7}
\end{equation*}
$$

where $\tilde{R}=R+\tau Q_{p}$, and

$$
\begin{equation*}
Q_{p}=\sum_{\alpha<\beta} R_{\alpha} R_{\beta}+\tau \sum_{\alpha<\beta<\gamma} R_{\alpha} R_{\beta} R_{\gamma}+\cdots+\tau^{p-2} \prod_{\alpha=1}^{p} R_{\alpha} \tag{2.8}
\end{equation*}
$$

It's evident, that in $\stackrel{\circ}{H}$ the inequality $\widetilde{R}>R$ is valid, therefore the factorized difference scheme (2.6) or (2.7) will be absolutely stabile under the initial data and the right part.
$7^{\circ}$. We will notice, that for difference schemes (2.6) it's possible to construct the effective computing algorithm by means of decomposition of the operator $\prod_{\alpha=1}^{p}\left(E+\tau R_{\alpha}\right)$, which is easily implemented on the parallel computing system.

The difference scheme (2.6) we will rewrite as follows

$$
\prod_{\alpha=1}^{p} B_{\alpha} y_{t}=F,
$$

where $B_{\alpha}=E+\tau R_{\alpha}=E-\tau \sigma \Lambda_{\alpha}^{0}, \quad \Lambda_{\alpha}^{0} y=y_{\bar{x}_{\alpha} x_{\alpha}}, \quad F=f-A y$.
Such record of difference schemes gives the chance to construct the following computing algorithm

$$
\begin{align*}
& B_{1} v_{(1)}=F, \quad B_{\alpha} v_{(\alpha)}=v_{(\alpha-1)} \quad(\alpha=2,3, \ldots, p), \quad v_{(p)}=y_{t} \\
& y^{j+1}=y^{j}+\tau v_{(p)}, \quad j=1,2,3 \ldots \tag{2.9}
\end{align*}
$$

For definition of functions $v_{(\alpha)}$ at $x \in \Gamma_{h \tau}$ it is necessary to use the following formulas:

$$
\begin{equation*}
v_{(\alpha)}=B_{\alpha+1} \cdots B_{p} g_{t t}(x, t) \text { при } x \in \gamma_{\alpha}^{+} \cup \gamma_{\alpha}^{-} \cup[0, T] . \tag{2.10}
\end{equation*}
$$

This algorithm is especially convenient for solution of considered problem in case, when the function $g(x, t)$ does not depend from $t$. In this case we receive homogeneous boundary conditions for functions $v_{(\alpha)}$ $(\alpha=1,2, \ldots, p)$.

So, the initial problem (2.6) breaks into a number of subtasks, each of which is possible to solve, using parallel computing algorithms [12, 13].

## 4. Convergence of the difference scheme

$1^{\circ}$. The initial difference scheme (2.1) has an error of approximation of the order $O\left(\tau+|h|^{2}\right)$, if the solution of system of the differential equations (1.1) belongs to the class $C^{4,2}\left(\bar{G}_{T}\right)$. An approximation error of factorized scheme (2.6) we will present in such kind $\psi=\psi_{0}+\psi_{1}$, where $\psi_{0}$-- an error of approximation of initial difference scheme (2.1), which order in the considered class is equal to $O\left(\tau+|h|^{2}\right)$, and $\psi_{1}=\tau^{2} Q_{p} u_{t}$. From here it is visible that at $p>2$ requirement $\psi_{1}=O\left(\tau+|h|^{2}\right)$ imposes additional restrictions on smoothness of the solution of the system of equations (1.1). However, the aprioristic estimation and the theorem of
convergence in norm of space $W_{2}$ can be received at weaker restrictions, than the condition of local approximation of order $O\left(\tau+|h|^{2}\right)$.
$2^{\circ}$. To proof the convergence of factorized scheme (2.6) we will consider the vector function of error $z=y-u, \quad(x, t) \in \bar{\Omega}_{h \tau}$, where $u$-- the solution of the initial problem (1.1)-(1.3), and $y$ - the solution of the problem (2.6), (2.3).

For the net function z we will receive the following problem

$$
\begin{align*}
& (E+\tau \tilde{R}) z_{t}+A z=\psi,  \tag{3.1}\\
& z(x, 0)=0, \quad z\left(x^{\prime}, t\right)=0, \quad x^{\prime} \in \Gamma_{h \tau}
\end{align*}
$$

where $\psi=\psi_{0}+\psi_{1}$-- the error of approximation of the difference scheme (2.6).

For the further statement it is useful to enter following denotations:

$$
\begin{gathered}
A_{\alpha}^{0}=T_{\alpha} T_{\alpha}^{*} \text { or } A_{\alpha}^{0} u=T_{\alpha} T_{\alpha}^{*} u=u_{\bar{x}_{\alpha} x_{\alpha}}, \quad T_{\alpha} u=u_{\bar{x}_{\alpha}}, \quad T_{\alpha}^{*} u=u_{x_{\alpha}}, \\
\|y\|_{q_{2, p}}^{2}=\sum_{\alpha<\beta}^{1 \div p}\left\|T_{\alpha} T_{\beta} y\right\|_{0}^{2}, \quad\|y\|_{q_{3, p}}^{2}=\sum_{\alpha<\beta<\gamma}^{1 \div p}\left\|T_{\alpha} T_{\beta} T_{\gamma} y\right\|_{0}^{2}, \ldots, \quad\|y\|_{q_{p, p}}^{2}=\sum_{\alpha<\beta}^{1 \leftarrow p}\left\|T_{1} T_{2} \cdots T_{p} y\right\|_{0}^{2} .
\end{gathered}
$$

Theorem 3.1. Let, conditions I-II are satisfied, regularizator $R$ is defined by equality $R=\sigma A^{0}$ and $\sigma \geq 0.5 v_{2}$. Then for the solution of the problem (3.1) on any sequence of meshes $\bar{\Omega}_{h \tau}$ the aprioristic estimation is fair

$$
\left\|z^{j+1}\right\|_{A} \leq M_{1} \max _{0<t^{\prime} \leq t_{j}}\left\|\psi_{0}\left(t^{\prime}\right)\right\|_{0}+M_{2} \tau \max _{0<t^{\prime} \leq t_{j}}\left\{\sum_{s=2}^{p} \tau^{s-2}\left\|u_{t}\left(t^{\prime}\right)\right\|_{q_{s, p}}^{2}\right\}^{1 / 2},
$$

where $M_{1}, M_{2}$-- the constant number which is not dependent on the mesh.

Considering the estimation $\left\|z^{j+1}\right\|_{A} \geq v\left\|^{j+1}\right\|_{1}$, where $v$ - the positive constant, which is not dependent on the mesh, on the basis of the
theorem 3.1 it is easily possible to receive the aprioristic estimation for ${ }^{(1)}$ the solution of the problem (3.1) in space $W_{2}$.

Theorem 3.2. Let, conditions of the theorem 3.1 are satisfied. Then, for solution of the problem (3.1) on any sequence of meshes $\bar{\Omega}_{h \tau}$ the aprioristic estimation is fair:

$$
\left\|z^{j+1}\right\|_{1} \leq M_{1}^{\prime} \max _{0<t^{\prime} \leq t_{j}}\left\|\psi_{0}\left(t^{\prime}\right)\right\|_{0}+M_{2}^{\prime} \tau \max _{0<t^{\prime} \leq t_{j}}\left\{\sum_{s=2}^{p} \tau^{s-2}\left\|u_{\bar{t}}\left(t^{\prime}\right)\right\|_{q_{s, p}}^{2}\right\}^{1 / 2},
$$

where $M_{1}^{\prime}, M_{2}^{\prime}$-- positive constants, which are not depend on mesh.

Theorem 3.3. Let, conditions of the theorem 3.1 are satisfied. Besides, let solution of system of the equations (1.1) $u \in C^{4,2}\left(\bar{G}_{T}\right)$, when $p \leq 4$, and $u \in C^{p, 2}\left(\bar{G}_{T}\right)$ when $p \geq 2$. Then the solutions of difference problem (2.6), (2.3) converge in norm $\stackrel{\circ}{W}_{2}^{(1)}$ with speed $O\left(\tau+|h|^{2}\right)$ to the solution of problem (1.1)-(1.3) on any sequence of grids $\bar{\Omega}_{h \tau}$.
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## BOUNDARY VALUE PROBLEM FOR ONE CLASS OF ORDINARY DIFFERENTIAL EQUATIONS, GIVEN ON GRAPHS


#### Abstract

In the present paper the boundary value problem for one class of the ordinary differential equations, given on graphs, and the difference method for solution of this problem is investigated. The explicit solutions of the differential problem in the form of quadratures, and also exact solution of the difference scheme are constructed.
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## 1. Introduction

In papers $[1,2]$ the mathematical model of an electropower system which represents to boundary value problem for the ordinary differential equations set on graphs is considered. The problem in view correctness is investigated. The correspondent finite-difference scheme is constructed and investigated. The double-sweep method type formulas for finding the solution of the finite-difference scheme are offered.

Let's mark, that the boundary value problems on graphs are not investigated theoreticaly to the full in the scientific literature. See, for example [3-7] and the literature mentioned there.

In the present paper the boundary value problem for one class of the ordinary differential equations set on graphs is considered. The explicit solution of this problem in the form of quadratures is constructed. Further the difference method for solution of this problem is considered. The exact solution of the difference scheme, which is the difference analogue of solution of the differential problem is constructed. We will mark that it's important to have exact solution of this problem for testing, and also for an estimation of accuracy and efficiency of the difference meth-
ods used for numerical solution of the ordinary differential equations, given on graphs.

## 3. Analytical solutions of the differential equations given on graphs

For simplicity of presentation we will consider the graph that consists of two ribs. Tops of the graph are the points $a_{1}, a_{2}$, and the ribs of the graph are $a_{0} a_{1}\left(\Gamma_{1}\right), a_{0} a_{2}\left(\Gamma_{2}\right)$.


Let us state the following problem: find twice continuously differentiated functions $u\left(x_{1}\right), v\left(x_{2}\right)$, where $x_{\alpha}$ - the local coordinate along $\Gamma_{\alpha}, \alpha=1,2$, which satisfy:

1) the differential equations

$$
\begin{equation*}
\frac{d^{2} u}{d x_{1}^{2}}=-f_{1}\left(x_{1}\right), x_{1} \in\left(0, b_{1}\right), \quad \frac{d^{2} v}{d x_{2}^{2}}=-f_{2}\left(x_{2}\right), x_{2} \in\left(0, b_{2}\right), \tag{1}
\end{equation*}
$$

where $\ell_{\alpha}$ - is length of the rib $\Gamma_{\alpha}$, and $f_{\alpha}\left(x_{\alpha}\right), \alpha=1,2,-$ are given, continuous on ( $0, b_{\alpha}$ ) functions, $\alpha=1,2$;
2) the boundary conditions

$$
\begin{equation*}
u\left(b_{1}\right)=\mu_{1}, v\left(b_{2}\right)=\mu_{2}, \tag{2}
\end{equation*}
$$

3) and conditions of conjunction

$$
\begin{equation*}
u(0)=v(0),\left.\frac{d u}{d x_{1}}\right|_{x_{1}=0}+\left.\frac{d v}{d x_{2}}\right|_{x_{2}=0}=0 . \tag{3}
\end{equation*}
$$

It's easy to construct the solution of the problem (1)-(3) in the form of quadratures. We will present functions $u\left(x_{1}\right), v\left(x_{2}\right)$ in the form of sum of two functions:

$$
\begin{align*}
& u\left(x_{1}\right)=u^{(1)}\left(x_{1}\right)+u^{(2)}\left(x_{1}\right)  \tag{4}\\
& v\left(x_{2}\right)=v^{(1)}\left(x_{2}\right)+v^{(2)}\left(x_{2}\right)
\end{align*}
$$

where

$$
\left.\begin{array}{l}
\frac{d^{2} u^{(1)}\left(x_{1}\right)}{d x_{1}^{2}}=0, \quad x_{1} \in\left(0, b_{1}\right), \\
u^{(1)}\left(b_{1}\right)=\mu_{1}, \quad v^{(1)}\left(b_{2}\right)=\mu_{2},  \tag{5}\\
d x_{2}^{2}
\end{array} x_{2}\right), \quad x_{2} \in\left(0, b_{2}\right), ~ l
$$

$$
u^{(1)}(0)=v^{(1)}(0),\left.\quad \frac{d u^{(1)}}{d x_{1}}\right|_{x_{1}=0}+\left.\frac{d v^{(2)}}{d x_{2}}\right|_{x_{2}=0}=0
$$

and

$$
\frac{d^{2} u^{(2)}\left(x_{1}\right)}{d x_{1}^{2}}=-f_{1}\left(x_{1}\right), \quad x_{1} \in\left(0, b_{1}\right), \quad \frac{d^{2} v^{(2)}\left(x_{2}\right)}{d x_{2}^{2}}=-f_{2}\left(x_{2}\right), \quad x_{2} \in\left(0, b_{2}\right) .
$$

$$
\begin{equation*}
u^{(2)}\left(b_{1}\right)=0, v^{(2)}\left(b_{2}\right)=0 \tag{6}
\end{equation*}
$$

$$
u^{(2)}(0)=v^{(2)}(0),\left.\quad \frac{d u^{(2)}}{d x_{1}}\right|_{x_{1}=0}+\left.\frac{d v^{(2)}}{d x_{2}}\right|_{x_{2}=0}=0
$$

The solutions of the problem (5) are the linear functions:

$$
\begin{gather*}
u^{(1)}\left(x_{1}\right)=\frac{x_{1}+b_{2}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}-x_{1}}{b_{1}+b_{2}} \mu_{2},  \tag{7}\\
v^{(1)}\left(x_{2}\right)=\frac{b_{2}-x_{2}}{b_{1}+b_{2}} \mu_{1}+\frac{x_{2}+b_{1}}{b_{1}+b_{2}} \mu_{2} . \tag{8}
\end{gather*}
$$

For construction the solution of the problem (6) let's integrate the first equation:

$$
u^{\prime(2)}(t)=u^{\prime(2)}(0)-\int_{0}^{t} f_{1}(s) d s
$$

Integrating once again the previous relation, we will receive

$$
u^{(2)}\left(x_{1}\right)=u^{(2)}(0)+x_{1} u^{(2)}(0)-\int_{0}^{x_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t
$$

Let's denote by $u^{(2)}(0)=v^{(2)}(0)=\alpha$. Then we will have

$$
u^{(2)}\left(b_{1}\right)=\alpha+b_{1} u^{(2)}(0)-\int_{0}^{b_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t
$$

Considering the condition $u^{(2)}\left(b_{1}\right)=0$, we will receive, that

$$
\begin{equation*}
u^{\prime(2)}(0)=-\frac{\alpha}{b_{1}}+\frac{1}{b_{1}} \int_{0}^{b_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t \tag{9}
\end{equation*}
$$

Therefore,
$u^{(2)}\left(x_{1}\right)=\left(1-\frac{x_{1}}{b_{1}}\right) \alpha+\frac{x_{1}}{b_{1}} \int_{0}^{b_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t-\int_{0}^{x_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t$.
Let's similarly receive

$$
\begin{equation*}
v^{(2)}(0)=-\frac{\alpha}{b_{2}}+\frac{1}{b_{2}} \int_{0}^{b_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
v^{(2)}\left(x_{2}\right)=\left(1-\frac{x_{2}}{b_{2}}\right) \alpha+\frac{x_{2}}{b_{2}} \int_{0}^{b_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t-\int_{0}^{x_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t . \tag{12}
\end{equation*}
$$

Taking into account the condition $\left.\frac{d u^{(2)}}{d x_{1}}\right|_{x_{1}=0}+\left.\frac{d v^{(2)}}{d x_{2}}\right|_{x_{2}=0}=0$ and relations (9), (11), it's possible to define the value of a constant $\alpha$ :

$$
\begin{equation*}
\alpha=\frac{1}{b_{1}+b_{2}}\left[b_{2} \int_{0}^{b_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t+b_{1} \int_{0}^{b_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t\right] . \tag{13}
\end{equation*}
$$

Finally, taking into account equalities (7), (8), (10), (12), (13), we obtain the explicit solution of the problem (1)-(3) in the form of quadratures:

$$
\begin{align*}
u\left(x_{1}\right) & \left.\left.=\frac{x_{1}+b_{2}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}-x_{1}}{b_{1}+b_{2}} \mu_{2}+\frac{b_{1}-x_{1}}{b_{1}\left(b_{1}+b_{2}\right)}\left[b_{2} \int_{0}^{b_{1}} \int_{0}^{t} f_{1}(s) d s\right) d t+b_{1} \int_{0}^{b_{2}} \int_{0}^{t} f_{2}(s) d s\right) d t\right]+  \tag{14}\\
& +\frac{x_{1}}{b_{1}} \int_{0}^{b_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t-\int_{0}^{x_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t \\
v\left(x_{2}\right) & =\frac{b_{2}-x_{2}}{b_{1}+b_{2}} \mu_{1}+\frac{x_{2}+b_{1}}{b_{1}+b_{2}} \mu_{2}+\frac{b_{2}-x_{2}}{b_{2}\left(b_{1}+b_{2}\right)}\left[b_{2} \int_{0}^{b_{1}}\left(\int_{0}^{t} f_{1}(s) d s\right) d t+b_{1} \int_{0}^{b_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t\right]+ \\
& +\frac{x_{2}}{b_{2}} \int_{0}^{b_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t-\int_{0}^{x_{2}}\left(\int_{0}^{t} f_{2}(s) d s\right) d t \tag{15}
\end{align*}
$$

## 3. The difference scheme for problem (1) - (3)

For numerical solution of problem (1)-(3) let's enter on segments [ $0, b_{1}$ ] and $\left[0, b_{2}\right]$ the uniform mesh with steps $h_{1}$ and $h_{2}$. Then replace $\frac{d^{2} u}{d x_{1}^{2}}$ and $\frac{d^{2} v}{d x_{2}^{2}}$ by second difference derivative [8]. Then for problem (1)-(3) we will receive the following difference scheme:

$$
\begin{align*}
& \frac{y^{(i-1)}-2 y^{(i)}+y^{(i+1)}}{h_{1}^{2}}=-f_{1}\left(x_{1}^{(i)}\right), \frac{z^{(j-1)}-2 z^{(j)}+z^{(j+1)}}{h_{2}^{2}}=-f_{2}\left(x_{2}^{(j)}\right),  \tag{16}\\
& \quad i=1, \ldots, N_{1}-1, \quad N_{1} h_{1}=b_{1}, \quad j=1, \ldots, N_{2}-1, \quad N_{2} h_{2}=b_{2},
\end{align*}
$$

the boundary conditions

$$
\begin{equation*}
y^{\left(N_{1}\right)}=\mu_{1}, \quad z^{\left(N_{2}\right)}=\mu_{2}, \tag{17}
\end{equation*}
$$

and conditions of conjunction

$$
\begin{equation*}
y^{(0)}=z^{(0)}, \quad \frac{y^{(1)}-y^{(0)}}{h_{1}}+\frac{z^{(1)}-z^{(0)}}{h_{2}}=0, \tag{18}
\end{equation*}
$$

where $y^{(i)}=y\left(i h_{1}\right), \quad z^{(j)}=z\left(j h_{2}\right), \quad x_{1}^{(i)}=i h_{1}, \quad x_{2}^{(j)}=j h_{2}$.
Let's construct by analogy (14)-(15) exact solution of difference scheme (16)-(18). We will present the functions $y^{(i)}, z^{(j)}$ in the form of the sum of two functions:

$$
y^{(i)}=y_{1}^{(i)}+y_{2}^{(i)}, \quad z^{(j)}=z_{1}^{(j)}+z_{2}^{(j)}
$$

where

$$
\begin{align*}
& \frac{y_{1}^{(i-1)}-2 y_{1}^{(i)}+y_{1}^{(i+1)}}{h_{1}^{2}}=0, \quad \frac{z_{1}^{(j-1)}-2 z_{1}^{(j)}+z_{1}^{(j+1)}}{h_{2}^{2}}=0, \\
& i=1, \ldots, N_{1}-1, \quad N_{1} h_{1}=b_{1}, \quad j=1, \ldots, N_{2}-1, \quad N_{2} h_{2}=b_{2}, \\
& y_{1}^{\left(N_{1}\right)}=\mu_{1}, \quad z_{1}^{\left(N_{2}\right)}=\mu_{2},  \tag{19}\\
& y_{1}^{(0)}=z_{1}^{(0)}, \quad \frac{y_{1}^{(1)}-y_{1}^{(0)}}{h_{1}}+\frac{z_{1}^{(1)}-z_{1}^{(0)}}{h_{2}}=0 .
\end{align*}
$$

and

$$
\frac{y_{2}^{(i-1)}-2 y_{2}^{(i)}+y_{2}^{(i+1)}}{h_{1}^{2}}=-f_{1}\left(x_{1}^{(i)}\right),
$$

$$
\begin{aligned}
& \frac{z_{2}^{(j-1)}-2 z_{2}^{(j)}+z_{2}^{(j+1)}}{h_{2}^{2}}=-f_{2}\left(x_{2}^{(j)}\right), \\
& \quad i=1, \ldots, N_{1}-1, \quad N_{1} h_{1}=b_{1}, \quad j=1, \ldots, N_{2}-1, \quad N_{2} h_{2}=b_{2},
\end{aligned}
$$

$$
\begin{aligned}
& y_{2}^{\left(N_{1}\right)}=0, \quad z_{2}^{\left(N_{2}\right)}=0 \\
& y_{2}^{(0)}=z_{2}^{(0)}, \quad \frac{y_{2}^{(1)}-y_{2}^{(0)}}{h_{1}}+\frac{z_{2}^{(1)}-z_{2}^{(0)}}{h_{2}}=0
\end{aligned}
$$

It is easy to show that solution of the problem (19) are following mesh functions:

$$
\begin{align*}
& y_{1}^{(i)}=\frac{b_{2}+x_{1}^{(i)}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}-x_{1}^{(i)}}{b_{1}+b_{2}} \mu_{2}, \quad i=1, \ldots, N_{1}-1, \\
& z_{1}^{(j)}=\frac{b_{2}-x_{2}^{(j)}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}+x_{2}^{(j)}}{b_{1}+b_{2}} \mu_{2}, \quad j=1, \ldots, N_{2}-1 . \tag{21}
\end{align*}
$$

Let's find explicit expression for $y_{2}^{(i)}, \quad z_{2}^{(i)}$. For this rewrite the equation

$$
\begin{gathered}
\left(y_{2}^{(i)}\right)_{\bar{x} x}=\frac{y_{2}^{(i-1)}-2 y_{2}^{(i)}+y_{2}^{(i+1)}}{h_{1}^{2}}=-f_{1}\left(x_{1}^{(i)}\right) \text { in the form: } \\
\left(y_{2}^{(i+1)}\right)_{\bar{x}}-\left(y_{2}^{(i)}\right)_{\bar{x}}=-h_{1} f_{1}\left(x_{1}^{(i)}\right), i=1, \ldots, N_{1}-1
\end{gathered}
$$

and summarizing on $i$ from 1 to k . Then we will receive

$$
\left(y_{2}^{(k+1)}\right)_{\bar{x}}=\left(y_{2}^{(1)}\right)_{\bar{x}}-\sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)
$$

or

$$
y_{2}^{(k+1)}-y_{2}^{(k)}=h_{1}\left(y_{2}^{(1)}\right)_{\bar{x}}-h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)
$$

Summarizing the last equation on k from 1 to $j-1$, we will receive:

$$
y_{2}^{(j)}=y_{2}^{(1)}+(j-1) h_{1}\left(y_{2}^{(1)}\right)_{\bar{x}}-\sum_{k=1}^{j-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)
$$

or

$$
\begin{equation*}
y_{2}^{(j)}=y_{2}^{(0)}+j h_{1}\left(y_{2}^{(1)}\right)_{\bar{x}}-\sum_{k=1}^{j-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right) . \tag{22}
\end{equation*}
$$

Taking into account the condition $y_{2}^{\left(N_{1}\right)}=0$, when $j=N_{1}$, from the last equality it is possible to write:

$$
y_{2}^{(0)}+N_{1} h_{1}\left(y_{2}^{(1)}\right)_{\bar{x}}-\sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)=0 .
$$

Let's denote $y_{2}^{(0)}=z_{2}^{(0)}=\alpha$. Then we will have

$$
\begin{equation*}
\left(y_{2}^{(1)}\right)_{\bar{x}_{1}}=-\frac{\alpha}{b_{1}}+\frac{1}{b_{1}} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right) . \tag{23}
\end{equation*}
$$

Therefore, from equality (22) and (23), we will receive:

$$
\begin{gather*}
y_{2}^{(j)}=\left(1-\frac{x_{1}^{(j)}}{b_{1}}\right) \alpha+\frac{x_{1}^{(j)}}{b_{1}} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)-\sum_{k=1}^{j-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right), \\
j=2,3, \ldots, N_{1}-1,  \tag{24}\\
y_{2}^{(1)}=\left(1-\frac{x_{1}^{(1)}}{b_{1}}\right) \alpha+\frac{x_{1}^{(1)}}{b_{1}} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right) .
\end{gather*}
$$

Similarly we will receive

$$
\begin{equation*}
\left(z_{2}^{(1)}\right)_{\bar{x}_{2}}=-\frac{\alpha}{b_{2}}+\frac{1}{b_{2}} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right) \tag{25}
\end{equation*}
$$

and

$$
\begin{gathered}
z_{2}^{(j)}=\left(1-\frac{x_{2}^{(j)}}{b_{2}}\right) \alpha+\frac{x_{2}^{(j)}}{b_{2}} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)-\sum_{k=1}^{j-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right), \\
j=2,3, \ldots, N_{2}-1 \\
z_{2}^{(1)}=\left(1-\frac{x_{2}^{(1)}}{b_{2}}\right) \alpha+\frac{x_{2}^{(1)}}{b_{2}} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)
\end{gathered}
$$

Using the condition of conjunction $\left(y_{2}^{(1)}\right)_{\bar{x}_{1}}+\left(z_{2}^{(1)}\right)_{\bar{x}_{2}}=0$ and equalities (23), (25), it is possible to define value of a constant $\alpha$ :

$$
\begin{equation*}
\alpha=\frac{1}{b_{1}+b_{2}}\left[b_{2} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)+b_{1} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)\right] . \tag{27}
\end{equation*}
$$

Taking into account equalities (21), (24), (26) and (27), we will receive the explicit solution of the difference problem (16)-(18):

$$
\begin{aligned}
& y^{(j)}=y_{1}^{(j)}+y_{2}^{(j)}=\frac{b_{2}+x_{1}^{(j)}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}-x_{1}^{(j)}}{b_{1}+b_{2}} \mu_{2}+ \\
& \quad+\frac{b_{1}-x_{1}^{(j)}}{b_{1}\left(b_{1}+b_{2}\right)}\left[b_{2} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)+b_{1} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)\right]+ \\
& \quad+\frac{x_{1}^{(j)}}{b_{1}} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)-\sum_{k=1}^{j-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right), \quad j=2,3, \ldots, N_{1}-1 .
\end{aligned}
$$

$$
\begin{aligned}
& y^{(1)}=y_{1}^{(1)}+y_{2}^{(1)}=\frac{b_{2}+x_{1}^{(j)}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}-x_{1}^{(j)}}{b_{1}+b_{2}} \mu_{2}+ \\
& +\frac{b_{1}-x_{1}^{(1)}}{b_{1}\left(b_{1}+b_{2}\right)}\left[b_{2} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)+b_{1} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)\right]+ \\
& +\frac{x_{1}^{(1)}}{b_{1}} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right) .
\end{aligned}
$$

$$
\begin{aligned}
& z^{(j)}=z_{1}^{(j)}+z_{2}^{(j)}=\frac{b_{2}-x_{2}^{(j)}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}+x_{2}^{(j)}}{b_{1}+b_{2}} \mu_{2}+ \\
& \quad+\frac{b_{2}-x_{2}^{(j)}}{b_{2}\left(b_{1}+b_{2}\right)}\left[b_{2} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)+b_{1} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)\right]+ \\
& \quad+\frac{x_{2}^{(j)}}{b_{2}} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)-\sum_{k=1}^{j-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right), \quad j=2,3, \ldots, N_{2}-1 .
\end{aligned}
$$

$$
\begin{aligned}
& z^{(1)}=z_{1}^{(1)}+z_{2}^{(1)}=\frac{b_{2}-x_{2}^{(1)}}{b_{1}+b_{2}} \mu_{1}+\frac{b_{1}+x_{2}^{(1)}}{b_{1}+b_{2}} \mu_{2}+ \\
& \quad+\frac{b_{2}-x_{2}^{(1)}}{b_{2}\left(b_{1}+b_{2}\right)}\left[b_{2} \sum_{k=1}^{N_{1}-1} h_{1} \sum_{i=1}^{k} h_{1} f_{1}\left(x_{1}^{(i)}\right)+b_{1} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)\right]+ \\
& \quad+\frac{x_{2}^{(1)}}{b_{2}} \sum_{k=1}^{N_{2}-1} h_{2} \sum_{i=1}^{k} h_{2} f_{2}\left(x_{2}^{(i)}\right)
\end{aligned}
$$

Let's mark that results of given article can be transferred for the differential equations, given on graphs, which consists from n ribs.
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##   





 $a_{0} a_{1}\left(\Gamma_{1}\right)$ @ゝ $a_{0} a_{2}\left(\Gamma_{2}\right)$.
$a_{1}$






$$
\begin{equation*}
\frac{d^{2} u}{d x_{1}^{2}}=-f_{1}\left(x_{1}\right), x_{1} \in\left(0, b_{1}\right), \frac{d^{2} v}{d x_{2}^{2}}=-f_{2}\left(x_{2}\right), x_{2} \in\left(0, b_{2}\right) . \tag{1}
\end{equation*}
$$





$$
\begin{equation*}
u\left(b_{1}\right)=\mu_{1}, v\left(b_{2}\right)=\mu_{2}, \tag{2}
\end{equation*}
$$



$$
\begin{equation*}
u(0)=v(0),\left.\frac{d u}{d x_{1}}\right|_{x_{1}=0}+\left.\frac{d v}{d x_{2}}\right|_{x_{2}=0}=0 . \tag{3}
\end{equation*}
$$
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## 2. $\mathfrak{\text { ® }}$





 1, 10 - 12]

$$
\left\{\begin{array}{l}
\frac{d x(t)}{d t}=\alpha x(t) y(t)-b  \tag{2.1}\\
\frac{d y(t)}{d t}=-\alpha x(t) y(t)+b
\end{array}\right.
$$











 ठ১১,







$$
\begin{equation*}
x(0)=x_{0} \quad y(0)=y_{0} \tag{2.2}
\end{equation*}
$$

 $b>0, \alpha>0$.


 $33 \checkmark$ J3b:

$$
\begin{equation*}
x(t)+y(t)=x_{0}+y_{0}=a \tag{2.3}
\end{equation*}
$$



$$
\begin{equation*}
y(t)=a-x(t) \tag{2.4}
\end{equation*}
$$





$$
\begin{equation*}
\frac{d x(t)}{d t}=\alpha x(t)(a-x(t))-b \tag{2.5}
\end{equation*}
$$

$$
x(0)=x_{0}
$$



$\frac{d x}{d t}=\alpha a x-\alpha x^{2}-b=-\alpha x^{2}+\alpha a x-b$


$$
\begin{equation*}
D=\frac{b}{\alpha}-\frac{a^{2}}{4} \tag{2.6}
\end{equation*}
$$


I. $D=0$.

дıдоб (2.5) доп@gдb bobgb

$$
\begin{aligned}
\frac{d x}{d t}= & -\alpha x^{2}+\alpha a x-b=-\alpha\left(x^{2}-a x+\frac{b}{\alpha}\right)=-\alpha\left(x^{2}-a x+\frac{a^{2}}{4}-\frac{a^{2}}{4}+\frac{b}{\alpha}\right)= \\
& =-\alpha\left[\left(x-\frac{a}{2}\right)^{2}+\left(\frac{b}{\alpha}-\frac{a^{2}}{4}\right)\right]
\end{aligned}
$$

mоœоьб
$\frac{b}{\alpha}-\frac{a^{2}}{4}=0$

$\frac{d x}{d t}=-\alpha\left(x-\frac{a}{2}\right)^{2}$



$$
\begin{equation*}
x(t)=\frac{a}{2}+\frac{x_{0}-\frac{a}{2}}{\alpha t\left(x_{0}-\frac{a}{2}\right)+1} \tag{2.7}
\end{equation*}
$$



$$
\begin{equation*}
y(t)=\frac{a}{2}-\frac{x_{0}-\frac{a}{2}}{\alpha t\left(x_{0}-\frac{a}{2}\right)+1} \tag{2.8}
\end{equation*}
$$




$$
\begin{align*}
& x(t)=\frac{x_{0}+y_{0}}{2}+\frac{x_{0}-y_{0}}{2+\alpha t\left(x_{0}-y_{0}\right)}  \tag{2.9}\\
& y(t)=\frac{x_{0}+y_{0}}{2}+\frac{y_{0}-x_{0}}{2+\alpha t\left(x_{0}-y_{0}\right)}
\end{align*}
$$








$$
\frac{b}{\alpha}-\frac{a^{2}}{4}=p^{2}>0
$$



$$
\begin{gathered}
\frac{d x}{d t}=-\alpha\left(x^{2}-a x+\frac{b}{\alpha}\right)=-\alpha\left(x^{2}-a x+\frac{a^{2}}{4}-\frac{a^{2}}{4}+\frac{b}{\alpha}\right) \\
=-\alpha\left[\left(x-\frac{a}{2}\right)^{2}+\left(\frac{b}{\alpha}-\frac{a^{2}}{4}\right)\right]
\end{gathered}
$$

$$
\begin{equation*}
\frac{d x}{d t}=-\alpha\left[\left(x-\frac{a}{2}\right)^{2}+p^{2}\right] \tag{2.10}
\end{equation*}
$$



$$
\begin{equation*}
\arctan \frac{x-\frac{a}{2}}{p}=-\alpha p t+C \tag{2.11}
\end{equation*}
$$


$C=\arctan \frac{\mathrm{x}_{0}-\frac{a}{2}}{p}=\arctan \frac{x_{0}-y_{0}}{2 p}$
 œコठの

$$
\begin{aligned}
& \arctan \frac{x-\frac{x_{0}+y_{0}}{2}}{p}=\arctan \frac{2 x-x_{0}-y_{0}}{2 p} \\
& \arctan \frac{2 x-x_{0}-y_{0}}{2 p}=-\alpha p t+\arctan \frac{x_{0}-y_{0}}{2 p}
\end{aligned}
$$

 bobg

$$
\begin{gather*}
x(t)=\frac{x_{0}+y_{0}}{2}+p \frac{\frac{x_{0}-y_{0}}{2 p}-\tan (\alpha p t)}{1+\frac{x_{0}-y_{0}}{2 p} \tan (\alpha p t)}  \tag{2.12}\\
y(t)=\frac{x_{0}+y_{0}}{2}-p \frac{\frac{x_{0}-y_{0}}{2 p}-\tan (\alpha p t)}{1+\frac{x_{0}-y_{0}}{2 p} \tan (\alpha p t)}
\end{gather*}
$$
















$\frac{b}{\alpha}-\frac{a^{2}}{4}=-p^{2}<0$

$\frac{d x}{d t}=-\alpha\left[\left(x-\frac{a}{2}\right)^{2}+\left(\frac{b}{\alpha}-\frac{a^{2}}{4}\right)\right]=-\alpha\left[\left(x-\frac{a}{2}\right)^{2}-p^{2}\right]$
 6оз:
$\ln \left|\frac{x-\frac{a}{2}-p}{x-\frac{a}{2}+p}\right|=-2 \alpha p t+C$

$C=\ln \left|\frac{x-\frac{a}{2}-p}{x-\frac{a}{2}+p}\right|=\ln \left|\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p}\right|$

$\ln \left|\frac{x-\frac{x_{0}+y_{0}}{2}-p}{x-\frac{x_{0}+y_{0}}{2}+p}\right|=-2 \alpha p t+\ln \left|\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p}\right|$
bongobog
$\frac{x-\frac{x_{0}+y_{0}}{2}-p}{x-\frac{x_{0}+y_{0}}{2}+p}=\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}$

っœるбюวбм๐ $k=x-\frac{x_{0}+y_{0}}{2}$

$$
\frac{k-p}{k+p}=\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}
$$

$$
(k-p)\left(x_{0}-y_{0}+2 p\right)=(k+p)\left(x_{0}-y_{0}-2 p\right) \cdot e^{-2 \alpha p t}
$$

$$
k\left(x_{0}-y_{0}+2 p\right)-k\left(x_{0}-y_{0}-2 p\right) \cdot e^{-2 \alpha p t}
$$

$$
=p\left(x_{0}-y_{0}+2 p\right)-p\left(x_{0}-y_{0}-2 p\right) \cdot e^{-2 \alpha p t}
$$

$$
k\left(x_{0}-y_{0}+2 p-\left(x_{0}-y_{0}-2 p\right) \cdot e^{-2 \alpha p t}\right)
$$

$$
=p\left(x_{0}-y_{0}+2 p+\left(x_{0}-y_{0}-2 p\right) \cdot e^{-2 \alpha p t}\right)
$$


$k\left(1-\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}\right)=p\left(1+\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}\right)$
bongobas

$$
k=\frac{p\left(1+\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}\right)}{1-\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}}
$$



$$
x-\frac{x_{0}+y_{0}}{2}=\frac{p\left(1+\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}\right)}{1-\frac{x_{0}-y_{0}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}}
$$




$$
\begin{align*}
& x(t)=\frac{x_{0}+y_{0}}{2}+\frac{p\left(1+\frac{x_{0}-y_{0-}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}\right)}{1-\frac{x_{0}-y_{0} 2 p}{x_{0-} y_{0}+2 p} \cdot e^{-2 \alpha p t}}  \tag{2.13}\\
& y(t)=\frac{x_{0}+y_{0}}{2}-\frac{p\left(1+\frac{x_{0}-y_{0-}-2 p}{x_{0}-y_{0}+2 p} \cdot e^{-2 \alpha p t}\right)}{1-\frac{x_{0}-y_{0} 2 p}{x_{0-} y_{0}+2 p} \cdot e^{-2 \alpha p t}}
\end{align*}
$$
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# TEMUR CHILACHAVA, TSIALA DZIDZIGURI, LEILA SULAVA, MAIA CHAKABERIA 

## NONLINEAR MATHEMATICAL MODEL OF ADMINISTRATIVE PRESSURE


#### Abstract

In work the new nonlinear continuous mathematical model which can describe in the given society (the country, an educational institution, industrial object etc.) administrative pressure upon people from outside administrative structures for the purpose of the control of their actions is offered. The mathematical model is described by nonlinear system of the differential equations with two unknown (quantity free (non-ruled) and ruled people at the moment of $t$ time). Administrative pressure which can have various forms, is generally defined by the given function of time. In case of constant administrative pressure the problem of Cauchy's for system of the nonlinear differential equations of the first order is solved analytically exactly. Depending on various correlations between model parameters (the factor of degree of freedom, force of administrative pressure) and initial conditions are received five various cases: - without dependence from starting conditions the quantity of free people aspires to certain equilibrium value which is more than half of their total quantity (weak pressure); - despite constant administrative pressure and various starting conditions in society the equal quantity of ruled and non-ruled people will be established (insufficient pressure); - the quantity of free people which was initially more quantities ruled, aspires to equilibrium value which is less than half of their total quantity (strong, but the limited pressure upon free people); - the quantity of free people which was initially less or equally quantities ruled, aspires to zero (strong pressure, a complete control case); - the quantity of free people which was initially more quantities ruled, aspires to zero (the strongest pressure upon free people, model of full submission). The offered mathematical model except theoretical interest has also the important practical meaning as both sides (administration, free people) can use results of mathematical model in conformity of the purposes.
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