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ELIZBAR NADARAYA, PETRE BABILUA,
GRIGOL SOKHADZE

THE ESTIMATION OF A DISTRIBUTION FUNCTION
BY AN INDIRECT SAMPLE

Abstract. The problem of estimation of a distribution function isconsi-
dered when the observer has an access only to some indicator random values.
Some basic asymptotic properties of the constructed estimates are studied. In this
paper, the limit theorems are proved for continuous functionals related to the es-

timate of F,(x) in the space Cla,1-a].
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1. Introduction

Let X, X,,...,X, be as ample of independent observations of a
random non-negative value X with a distribution function F(x). In prob-
lems of the theory of censored observations, sample values are pairs
Y, =(X, At,) and Z,=1(Y, =X,), i=1n, where t, are given numbers
(t; #t; for i= j) or sample values independent of X, i =1,n. Through-
out the paper, 1( A) denotes the indicator of the set A.

Our present study deals with a somewhat different case: an observ-
er has an access only to the values of random variables & =1(X, <t,),

with t, =CF%, i=1n, c. =inf {x>0: F(x)=1} <.
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The problem consists in estimating the distribution function F(x)
by means of a sample &,&,,...,&,. Such a problem arises for example

from a region of corrosion investigations, see [1] where an experiment
related to corrosion is described.

As an estimate for F(x) we consider an expression of the form

0, X <0,
lfn (X) =1k, (X) F2_nl(x), 0<x<c, 1)
1 X2=Cpg,

Fm(x>=n—1hi+<(x;“ Je

$(54)

ol Z K
E T nh& (

where K(x) is some weight function (kernel), {h=h(n)} is a se-
quence of positive numbers converging to zero.

2. Conditions of asymptotic unbiasedness and consistency

In this subsection we give the conditions of asymptotic unbiased-
ness and consistency and the theorems on a limiting distribution F, (x).

Lemma 1. Assume that
1°. K(x) is some distribution density of bounded variation
and K(x)=K(=x), xeR=(~00,). If nh— oo, then

ZK”“( ]F( =$IK"‘1{%}F“‘Z ()du+0( j @)

uniformly with respect to x [0,c, |; m,, m, are natural numbers.

Proof. Let P(x) be a uniform distribution function on [0,c. |, and
P (x) be an empirical distribution function of “the sample” t,,t,,....t,,

e, P Zl(t <x). It is obvious that

=
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x 1 X 1
= ==, 3
oijgjp X)| oijgp n{ Ce 2} Ce <2n @)
We have
KrT11—l X—= thmz—l LCFKml—l(u sz—l d —
nth ( h ()~ th£ h (u)du
1%, . .
- i (222 e ol 0)-Pl), @
0

Applying the integration by parts formula to the integral in the
right-hand part of (4) and taking (3) into account, we obtain (2).

Below it is assumed without loss of generality that the interval
[0.¢¢ ]=[oa].

Theorem 1. Let F(x) be continuous and the conditions of the
lemma be fulfilled. Then the estimate (1) is asymptotically unbiased and

consistent at all points x € [0,1]. Moreover, F,(x) has an asymptotically
normal distribution, i.e.,

Jnh(E (x)- EE, (X))o (x)—> N(0,1),
62(x)= F(x)(L~ F(x))[ K?(u)du

where d denotes convergence in distribution, and N(0,1) a random
value having a normal distribution with mean 0 and variance 1.

Proof. By Lemma 1 we have

EF, (x)= T K (t)F (x + ht)dt + O(n—lhj
x1 ®)

FZn(x)=%hiK(X . ujdu +o[n1h]

and for n >
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Hence it follows that EF, (x)— F(x), x[0,1] as n—oo.
Analogously, it is not difficult to show that

Var £ (x) [ﬁj KZLX—EUJF(U)(l— F(u)du + o(ﬁﬂ F.2(x).
Hence we readily derive
nh Var F, (x) ~ o*(x) = F (x)(1 - F(x))] K*(u)du
(6)

for xe[01].
Thus F,(x) is a consistent estimate for F(x), x<[0.], and there-

fore
P{ F(x)< Ifn(xz)}—>1 as N —o0, X, <%, X,X €[01].

Let us now establish that Ifn (x) has an asymptotically normal dis-

tribution. Since, by virtue of (5), F,,(x) = F,(x), it remains for us to ve-

rify the condition of the Liapunov central limit theorem for F, (x).

Let us denote
X—t,

=m0 (on) (X0 g

and show that
L, = ZE‘"J' —En;
j=1

We have

**(Var B, ()" >0, 5>0. )

P <omua(pny @0y K[%tijF(tj), M = max K (x),
j:l Xe
15
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Hence, taking (2) into account, we find

2+(> (nh) l+5 (8)

ZE‘UJ' —En
j=L
Using the relation (6) and the inequality (8), we establish that
5
L, :O((nh)_z), i.e., (7) holds.

3. Uniform consistency

In this subsection we define the conditions, under which the esti-
mate F,(x) uniformly converges in probability (a.s.) to true F(x).
Let us introduce the Fourier transform of the function K(x)
(t)= Ie“XK(x)dx
and assume that

2°. o(t) is absolutely integrable. Following E. Parzen [2], F,,(x)
can be represented as

1 % - 18wl
Foo —Z.[Oe q)u)m;;e“du.

Thus
L ik n iut—j
Fild) - ER, (== [ o) > (¢, - Flt Je cu.
e i=1
Denote
d, =swplF, (x)-EF, (x), @, =[h"1-h"] o<a<1.
xeQ,

Theorem 2. Let K(x) satisfy conditions 1° and 2°.

1
(a) Let F(x) be continuous and n2h, — oo, then
D, = sup |F, (x)— F(XX—P>O;

xeQ,

“ P
(b) 1f>'n2h"<c, p>2,then D, >0 as.

n=1
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Proof. We have

sup[l——JK( j u}s_hik(u)du+hle(u)du —0. (9

XeQ
This and (5) imply that
sup|F,,(x)-1 -0, (10)
XeQ),
.., due to the uniform convergence for any ¢, >0, 0< ¢, <1, and
sufficiently large n>n,, we have F, (x)>1-g, uniformly with respect
to xeQ, . Therefore

dn < (l_ ‘C"O)7l Sup||:1n (X)_ EFln(XM <
XeQ),

n. iut—j
Z"ie "
-1

Hence, by Holder’s mequahty, we obtain

<(-g) j|(p du, 7,=&-F(t,)

dP <(l-g,) J.|(p ZnJe " du(ﬂ(p ]duy —+——1 p>2
Thus
P
2
EdP <c(e, p(p J.|g0 u)E Zcos([ J ]7711 du (11)
where
1 P
cle, p.o)=(L-2) pWQIw(U)IdUF-
Denote

DRE(Es

t _
‘ jujmﬂk '
Then by (11) we write

( ) Dkﬂ( ]|EA( lz du"'.”(”( XE|A(U)— EA(uﬁ du] (12)

Using Whittle’s inequality [3] for moments of quadratic form, we
obtain

Ed’ < 22 C(g0 pgo)
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E|A(u)- EA(u)? < ijc[gj (p): [Zcoszl(t‘ ;tk JU]ﬁ(p)ﬁ(p)J :
where

7.(p)= (E|77k|pﬁ <1 cfs)= %r[p_”j

Hence it follows that
p P
E|A(u)-EA(u)z = o(nZJ (13)
uniformly with respect to u e (—oo,00). It is also clear that
P P
[EAU)z =0| n? (14)

uniformly with respect to u € (—o0,).
Having combined the relations (12), (13) and (14), we obtain

e >2.
O(w} -

Therefore
A A c
P<sup|F.(x)—EF (x)> e} < 3 ) 15
{XE(E’H 2 (x) = EF,( )1 5} W (15)

Furthermore, we have
EF, (x)- F(x] <7 L (sup|EF1n(x)— F(x)+ sup[L— FZH(X]) . (16)
_80 xeQ, XeQ,

By virtue of (10), the second summand in the right-hand part of
(16) tends to 0, whereas the first summand is estimated as follows:

sup

xeQ,

sup[EF,,(x)— F(x)} < S, +S,, + O(ij (17)
XeQ, nh
1 ¢ -
S,, = sup H_[(F(y)— F(x))K(—X - yjdy‘,
0<x<1y 0

1t (x-y
S, =sup|1-=| K| —=|dy |,
o gf{ | ( h jy]

0
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and, by virtue of (9),
S,,>0as n—>w. (18)

Let us now consider S, . Note that

1

e -5 -

0 h

. 1. (u
—F X)=K| = |du <

1 w3

< sup I|F x—u)—F(x)= K(hjdu (19)

0<x<1*
Assume that 0 >0 and divide the integration domain in (19) into
two domains |u|< & and |u|>&. Then

S, < sup j| (x—u)-F(x)= K(hjdu+

0<X<l‘ ‘<b

+sup I|F(x u)-F(x)= K(thus

0<x<Lylss

< sup sup|F(x—u)—F(x)+2 .[K (20)
XxeR ‘ ‘<5 ‘ ‘>7
h

By a choice of ¢>0 the first summand in the right-hand part of

(20) can be made arbitrarily small. Choosing 6 >0 and letting n—o0,
we find that the second summand tends to zero. Therefore

limS,, =0. (22)

N—0

Finally, from the relations (15)-(18) and (21) the proof of the theo-
rem follows.

Remark 1.

1) If K(x)=0, [{=1 and =1, ie, @, =[hl-h],
then S, =0.
(2) In the conditions of Theorem 2
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sup
xe[a,b]

in probability (a.s.) for any fixed interval [a,b]c[0,]
since there may exist n, such that [a,b]c Q,, n>n,.

F.(x)- F(x)( -0

Assume that h=n"", » >0. The conditions of Theorem 2 are ful-
filled:

3 1
nzh, - oo if 0<7/<E’

and

x D _
> .n2hP <o if 0<y<P 2, p>2.
2p

n=1

4. Estimation of moments

In considering the problem, there naturally arises a question of es-
timation of the integral functionals of F(x), for example, moments

m=>1:
1
fn =M [ " 1= F(t))dt.
0

As estimates for ,, we consider the statistics

. me, 17 o (1 ) oo
fan =136 [ lK(TjJanl(t)dt-
= h

Theorem 3. Let K(x) satisfy condition 1° and, in addition to this,
K(x)=0 outside the interval [-11]. If nh—>o as n—oo, then 7, is
an asymptotically unbiased, consistent estimate for 4, and moreover

A A 1
\/ﬁ(:unm — Eluﬂm) d >N (O,]_), 0'2 = mZJ'th—ZF(t)(l_ F(t))dt .
0

(o}

Proof. Since K(x) has [-11] as a support, we establish from (5)
that
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nh

F,.(n)=1+ o(i)

uniformly with respect to x e[h,1-hl].
Hence, by Lemma 1 we have

Efly =1 —ZF jtm 1K( - JFan(t)dt:
2o )
:1—m1]h'hﬁlK t+vhdv)tmldt+o( j

=1- mftm {IK V)F(t +vh)dv}dt+0(h)+o(n—lhj. 22)

By the Lebesgue theorem on majorized convergence, from (22) we
establish that

1

1
Ea. —1-m j Ft)t™dt = mjtm-l(l— Ft)dt=g,, m>1.  (23)

0 0
Therefore f, ., is an asymptotically unbiased estimate for s, .

Further, analogously to (22), it can be shown that

Var fi, = m{i F(t)(- F(t))th{K(l—;t -1j—|<(1—%ﬂ2 dt +0(2j+0( (ni)zj

= j'K(u)du

By the same Lebesgue theorem we see that

where

1
nvar fi,, ~ o® =m? [t""?F ()L - F(t))dt . (24)
0

Therefore (23) and (24) imply that 2, — > ..
To complete the proof of the theorem it remains to show that the
statistics \/ﬁ([znm—E;}nm) have an asymptotically normal distribution
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with mean 0 and dispersion 1. For this it suffices to show that the Liapu-
nov fraction L, — 0. Indeed,

1 [ K| — |F,. dt

h ! h 2n

Ln _ nf(zﬂs)mzwzn: E‘fj _ F('[j lzm
j=1
< Ce”_(2+5)zn: E‘éj —F(t j X2+5(Var/}nm)’[l*g) <
j=1

2+6

(Var/}nm)_(“gj <

5
<cnt? (Varﬂnm)'l'g = O(nzj.

The theorem is proved.

5. Limit theorems of functionals related to the estimate F,(x).

In this subsection the kernel K(x)>0 is chosen so that it would be
a function of finite variation and satisfy the conditions

K(-u)=K(u), IK(u)du=1, K(u)=0 for |u[>1.
Theorem 4. Let g(x)>0, xe[al-a], 0< a<1, beameasurable
and bounded function.
(@) If F(a)>0 and nh? - o as n—oo, then

=1 [ 00[F, (00— EB, (] dx—>N(0.07). 25)

where

0x)=90 (FX). D)=
(b) If F(a)>0, nh?* >, nh* >0 as n—oo and

F(x) has bounded derivatives up to second order, then as
n— o
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T, =4 [a,([E, 00~ F(]ix—>N(0,0%)

1-a
o’ = ng(u)du

Remark 2. We have introduced a>0 in (25) in order to avoid the
boundary effect of the estimate F_(x) since near the interval boundary

the estimate F,(x) being a kernel type estimate behaves worse in the
sense of order of bias tendency to zero than on any inner interval

[a1-a]<[od], 0<a<%.

Proof of Theorem 4. We have
11 a _t
T _1 K u)du,
IR [NEy 0

921 (U) = gl(u)Fz_nl(u)-

where

Hence
n 1-a _t 2
ol =VarT, =%Z*//_2(F(ti))(% J K[u—ht’]an(u)du] . (26)
j=1 a
Since K(u) has [-11] as a support and 0<a<u<1-a, it can be
easily verified that

FZn(u):1+O[n—1h) and gZH(u):gl(u)Jro(ij

nh
uniformly on u [a,1—a]. Therefore from (26) we have

e T e o)

By virtue of Lemma 1, we can easily show that
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Therefore

ot = [y *(F)et [%j K[UT_tjgl(u)du el gl +O[n_:12j , @7)

a

h
el <cofdt| [K(u)du|, (28)

where a—t>0 and 1-a—t>0. The first inequality is obvious,
whereas the second one follows from the inequalities 0<t<a and

0<a<1.
2

Therefore
1-a-t

h 0,
lim | K(u)du=
n—o 4 () l, t=a.
2
By the Lebesgue theorem on bounded convergence, from the latter
expression and (28) we obtain
eW 50 as noow. (29)

I3
=
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Analogously,
eW 50 as n>w. (30)
Now let us establish that

1-a

[y 2(F(t ())dt[hlf (UT‘tjgl(u)duJ2—>a = Ig u)du as n—» oo

a a

We have

1]al//z(|:(t))dt[ T gl(u)K(u__tj du]2 —lﬁyz(F(t))gf(t)dt <

1-a

T[T 4

forall te(al-a), we have
A,—>0an—owo. (32)
Further, we continue the function g,(u) so that that outside
[a1-a] it has zero values and denote the continued function by g, (u).

31)

"—;
Q.
I

o
[l
Il

>
+

>

Since

Then
A, SCMI(Ilgl X+y)-0, y)|dyj (hjdx <
<G J‘(J.|g1 y+Uh gl(yldY]K(u)du =
=clsja>(uh)K(u)du —0as n—>w, (33)
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where
oly)= [[aly+x)-gi(x)ox.

The (33) holds by virtue of the Lebesgue theorem on majorized
convergence and the fact that w(uh)<2|g,|_ . and @{uh)—0 as

n —oo. Thereby, taking (27)-(33) into account, we have proved that
1-a
ol >0’ = Igz(u)du : (34)

Now let us verify the fulfillment of the conditions of the central
limit theorems for the sums

We have

jn

n‘[”z]i aZIElE, - At XM .
Ln = L +5 =0|n 2 !
(,/Var'lfn )Z ( J

since  a;, <c,, E‘.fj—F(tjf+§gl for all 1<j<n and

jin =
VarT. — o?.

Finally, the statement (b) of the theorem follows from (a) if we take
into account that

[0 0028 60 Fle=-a [ gl(x)“K(u)(F(x—uh)—F(x))du]dx:

a

—o(Vnh?)+ o[%} . (35)
The theorem is proved.

Lemma 2.
(1) In the conditions of the item (a) of Theorem 4,

T[ < cl{lj-ag(u)du)z, 5> 2. (36)

E
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(2) In the conditions of the item (b) of Theorem 4,

1-a 2
EfT,[ < 018[ J'g(u)dujz, s> 2. (37)

Proof. T, is the linear form of n,=¢; —F(tj), En;=0,1<j<n.
Hence to prove (36) we use Whittle’s inequality [2].
It is obvious that Ely;| <1, j=1n. Therefore by Whittle’s in-

s 5[5 o] |

where g,,(u)=g,(u)F;, (u).
This, by virtue of Lemma 1, yields

e[ ot o L ot | o

N o

N »

Further, since

9,,(u)< g(U)_F(a)(l—lF(l—a))} {1+ O(n—lhﬂ <cogu) a<u<i-a,

from (38) it follows that

1% (u-—t ¢ 1 (u-t .
cz{ggr{ﬁ [ K(TJQZn(U)dUJIdt | HK[TJQM(U)OIU} +
<t< a 0 a

ET[ <

n

{jg j1+o (W]< czz(l_fag(u)duf, 5> 2.

Next we obtain
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BT, < 251[Efﬂ g Jﬁljagl(u)[Eﬁn(u)— F(u)] duj <
< cz{lfg(u)duJ2 + O(\/ﬁ hz)ljag(u)du <

(o]

The lemma is proved.
Let us introduce the following random processes:

,0)= v [ (£, (v) - EF, @) (FW)au

T, (0)= v ] (,(0)- F)y(Fu))du

Theorem 5.

1°. Let the conditions of the item (a) of Theorem 4 be ful-
filled. Then for all continuous functionals f(-) on Clal-a],

the distribution f(T,(t)) converges to the distribution

f(W(t—a)) where W(t—a), a<t<l-a, is a Wiener process

with a correlation  function  r(s,t)=min(t—a,s—a),
W(t-a)=0, t=a.

2°. Let the conditions of the item (b) of Theorem 4 be ful-

filled. Then for all continuous functionals f(-) on Clal-a],

the distribution (T (t)) converges to the distribution

f(W(t—a)).
Proof. First we will show that the finite-dimensional distributions
of processes T,(t) converge to the finite-dimensional distribution of a

process W(t—a), t>a. Let us consider one moment of time t,. We have
to show that
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T, (t)——>W(t, -a). (39)

To prove (39), it suffices to take g(x)=1j,,,(x) in (25). Then, by
virtue of Theorem 4,

( '[I[at dx]— (0,t, —a).

Let us now consider two moments of time t,, t,, t, <t,. We have
to show that

(T ). T t)——> Wt ~2)W(t, - a)).
(40)

To prove (40), it suffices to take in (25)
g(X) = (ﬂi + ﬂz)l[a,tl)(x)"' e I[tl,tz)(x)’

where A, and A, are arbitrary finite numbers. Then, by virtue of
Theorem 4,

AT )+ AT, (6) > N(0, (4, + 4, F (t,—a) + 2(t, ).
On the other hand,

AW (L ~a)+ 2\ (t, ~a)= (4 + 2, )W(t, ~a)-W(O0)]+ 2, W(t, ~a)-W(t, ~a)]
is distributed as N(O,(/i1 + 4, ) (t, —a)+ A(t, —tl)). Therefore (40)

holds. The case of three and more number of moments is considered ana-
logously. Therefore the finite-dimensional distributions of processes

T, (t) converge to the finite-dimensional distributions of a Wiener process
W(t-a), a<t<l-a with a correlation function

r(t,t,)=min(t, —a,t,—a), W(t-a)=0, t=a.
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Now we will show that the sequence {T,(t)} is dense, i.e., the se-
quence of the corresponding distributions is dense. For this it suffices to
show that for any t,,t, e[al—a] and all n

EfT,(L)-T, () <cut,—t,|2, s>2.

Indeed, this inequality is obtained from (36) for g(x)= 1y, ,(x).

Further, taking (35), (37) and the statement (b) of Theorem 4 into
account, we easily ascertain that the finite-dimensional distributions of
processes T,(t) converge to the finite-dimensional distributions of a

Wiener process W(t—a), and also that

E|-I-n(t1)_-|-n(tzxS < C26|t_L_t2|§, S>2.

Hence, from Theorem 2 of the monograph [3, p. 583] the proof of
the theorem follows.

6. Application

By virtue of Theorem 5 and the Corollary of Theorem 1 from [3,
p. 371] we can write that

P{Tn+ - ag‘?ffaT“(t)> A }aG(A):ﬁIexp {—2(%226()}&

(ais a prescribed number, 0<a<1/2) as n—oo0.

This result makes it possible to construct tests of a level «,
0<a <1, for testing the hypothesis H, by which

H,: lim EF, (x)=F,(x) a<x<l-a,

in the presence of the alternative hypothesis

1-a

He: (R G0)im EF, (0 Ry (x> 0.

a
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Let 1, be the critical value, G(4,)=«. If as a result of the expe-

riment it turns out that T,” > 4, then the hypothesis H, must be re-
jected.

Remark 3. Let t. be the partitioning points of an interval [O,CF],

¢, =inf {x>0: F(x)=1} <o, chosen from the relation H(t,-)= 2;;1,

j=1n, where

H(x):j'h(u)du,

h(u) is some known density of a distribution on [0,c.] and
h(x)> >0 for all xe[0,c.]. In that case, by a reasoning analogous to

that used above we can obtain a generalization of the results of the
present study.

Remark 4. Some ideas of the proof of Theorem 4 are borrowed
from the interesting paper by A. V. Ivanov [5].
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ON THE MAXIMUM PSEUDO-LIKELIHOOD
ESTIMATION OF A DISTRIBUTION PARAMETERS
BY GROUPED OBSERVATIONS
WITH CENSORING

Abstract. The paper considers the problem of estimation of proba-
bility distribution parameters by using grouped observations. In some
groups, observation involves not individual values of a random variable,
but only their total quantity, whereas some groups are censored for the
observer so that even the quantity of elements contained in them is un-
known. For such a sampling, the maximum pseudo-likelihood method is
used, the question of asymptotic consistency and asymptotic effective-
ness of such estimators is investigated. The consideration is concretized
for the estimator of a mean normal distribution.

2010 Mathematical Subject Classification: 60F05, 62G05,
62G10, 62G20.

Key words and phrases: Pseudo-Likelihood Estimation,
Distribution Parameters, incomplete observation.

1. Introduction

In mathematical statistics, in particular in the point estimation
theory, a special place is held by the maximum likelihood method (in the
sequel abbreviated to “mlm”). Various modifications of this method and
its generalizations are successfully applied in many situations. In the
course of many years the mim has been used for grouped samplings, as
well as in censoring problems and estimator truncation problems (see [1]
and [5] and the references therein). The results obtained are satisfactory
from both the mathematical and the computational standpoint.
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In the present paper, we consider the problem of estimation of
probability distribution parameters by using a specific variant of observa-
tions. It is assumed that observations are grouped and there might be cas-
es of partial or full non-observation of individual realization variables.
We propose to use a somewhat more refined (in a certain sense) version
of the mIm and show that it leads to asymptotically consistent and effec-
tive estimators.

2. Statement of the problem and the method its solution.

Let X be a random variable with a distribution function
F(x)=F(x,0), where 8 €® is an unknown vector parameter in a finite-

dimensional space ® — R?. Assume that ® is a compactum. We need to
construct the consistent estimator € using observation data on the ran-
dom variable X . The experiment is set up so that we do not know the
actual number of realizations, but know only a part of them.

Let the fixed points —o<t <t, <.--<t <o be given on the
straight line R (we do not exclude the case where the first or the last
point takes an infinite value). These points form intervals which may be
of three categories:

0) an interval uarepBan (ti ,tm) belongs to the zero-th category if in

this interval neither individual values of the sample nor the total quantity
of sample values of the random value X are known:

1) an interval (ti,tm) belongs to the first category if in this catego-

ry individual values of the sampling are unknown, but the number of
sample values of the random value X is known. As usual, this number is

denoted by n, .
2) an interval (t,t,,) belongs to the second category if in this in-
terval individual values of the sampling x, X.,,..., X, are known.

In the sequel, summation or integration over the intervals of the ze-
ro-th, first or second categories will be denoted by the symbols (0), (1)
i (2), respectively.

We call a sampling of this type a partially grouped sampling with
censoring. Censored samplings of both types, as well as truncated sam-
plings are obviously a particular case of the problem stated. The absence
of information in the intervals of the zero-th category creates a difficulty
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which we will try to overcome by assuming that we know the type of the
distribution F(x,é?) and the quantity of sample values not occurring in
an interval of the first category: n = Zni .
@.2)
Let A =(t,t.,) be an interval of the zero-th category. Denote by
m. the quantity of sampling terms occurring in A. Then r =n+ Zmi is
(0)

. . m, .
the total quantity of observations. Note that ——— Iis a relative fre-

ne>m

(0)
quency of the occurrence of X in A . If F,(x)=F,(x,0) is an empirical

distribution functlon then

n+2m =F(t.)-F ) (1)

and, by the strengthened Bernoulli law of large numbers, it reduces
to p,(0)=F(t.,.6)—F(t,6) with probability 1.

By summing equalities (1) over all intervals of the zero-th category
we find

S[E )£
L{ZFﬁM%E@ﬂ
ic(0)

m =n Fr (ti+l) B I:r (tl)

. . 0
1{2 E.)-F (ti)]}

ie(0)

2m =
(0)

Hence we obtain

Let us apply the maximum pseudo-likelihood method. Assume that
the random value X has a distribution density f(x)= f(x,@) with re-
spect to the Lebesgue measure. Then a likelihood function has the form

L060)= T [Fha) = FP TTIF G- FOIPTT )

where m,, i< (0), are defined by (2). The finding of points of a
maximum of the function L(x;e) is complicated by the difficulty of
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studying the smoothness properties of empirical functions. For this rea-
son we consider a slightly modified likelihood function

_ L Flt)Fl) L
Ln(X;Q): H[F(tm)_ F(ti )] HF(‘M*F(‘i)]H[F(tm)_ F(ti )] 'H f(X“). (4)

i€(0) ie(1) j=1

Lemma. Let the following conditions be fulfilled:
(a) the distribution function F(x,8) is continuous with re-
spect to both variables and has the continuous derivative
f(x,0)= oF(x.0)
OX

(b) the function L (x,0) has the absolute maximum 6 =6 .

Then @, is an asymptotically consistent and asymptotically effec-
tive estimator of the true value of the parameter 8 =6, .

The proof follows from the respective theorems of [6], [7].

3. Estimation of a mean for a normal distribution
with incomplete observation.

Let X be a normally distributed random value with densi-
_(t=uf
e 2°°  where x is the unknown mean and o is known..

1
ty plt)=
VP s
Let the interval [a,b] be inaccessible (a and b may be infinite, too) for

the observer, and also the quantity of individual observations in this in-
terval be unknown. However we have observations outside this interval:

X X,y X, Itis required to estimate x by these observations. For this

we use maximum pseudo-likelihood estimators.
To construct the likelihood function, note that if we denote by k
the number of terms of the total sampling which have occurred in [a,b],

then kk—n will be the frequency of occurrences in the interval [a,b].
+

Therefore, by the Bernoulli-Kholmogorov theorem, ﬁ—) p as,
+
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where p=® () , O(t)=——— |e 2du. Thus,as k,we
p ( ) o= |

el
oo

Since the probability that exactly k elements from the sampling

take

- k
will occur in the «black hole » is CD(b_—'u)— d)(a_—‘uﬂ , We can write
o o

the pseudo-likelihood function in the form

(=2

nq;i_q;ﬂ

| ooz
L=T12 (D(MJ . {q;( b= p J - cp( - ﬂl{“’(bcf‘]“’(yﬂ O

i1 o o o o

t2

where as usual we denote ¢(t)= 1 7 Note that the power in

NP

(5) may turn out to be a non-integral number. However it is always posi-
tive. Note also that the multiplication sign is related to the expression in
front of the large bracket.

From (5) we obtain

InL=-nln (\/ﬂa)

n

Hence we calculate

(Xi _,U)Z +
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Let us study the expression (6) for x — —o. Denote, for the sake
b—u [ a-u
1 (o}

of brevity, =s and note that for i — —o we obtain

t > o0, S—o00 and E—>1. Therefore
s

e e UK U o
o) of o2t

By the Cauchy mean value theorem,

o(t)-¢ls)

d(t)-d(s)

and

=—7 where s<r<t.

Note that for z — —oo there exists the limit % —1.

The denominator in (6) tends to 1 and the first two summands in
the braces also tend to 1. So, we have to calculate the limit of the expres-
sion

[o(t)—(s)] In[(t)-d(s)] as s — —oo.
By I’Hopital’s rule,

1y
0< i [oft)- p(s)]-h[e(t)-0(s)]= Jﬂw = Jm. 16 tiﬁ—sqo(sJ B

— im lo(t)- p(s)f < im [o(t)-p(s)f _ T
_ﬂlﬂ[¢>(t)—<D(s)]-[t(p(t)—s(p(s)]‘Jﬂt.q;(t)_q)(s)] im =[o(t)-p(s)]=0.

Therefore lim i(t)ln L=o0.
H—>—0 dﬂ
Analogously, for x4 — o« we have t - —o0, S— —c0 and

imfoft)- (5] n[o0)- (5] 0.
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Therefore Iim iIn L=—w.
H—00 d/J

The continuous function diln L changes the sign and therefore
U

there exists a point g such that diln L| =0. Let us verify that the
H u=fl
second derivative at this point is negative.
We write the second derivative in the form

2
d—zln L=
du

N [tp(t)-se(s)]- fi-[oft)-@(s)]+ hfp(t)-p(s)}- 1-[o()-@(s)}

= i-[o(t)-o(s)]f +

We have to show that these four fractions, when summed, have a
negative value. The first fraction is negative. For the third fraction

- )=o) -{1—1}

D(t)-D(s)

of -fe@)-oG))
we have a negative value since it is obvious that ®(t)—d(s)<1. It
remains to show that

fi- [0(0)- o(s)]+ o (t)- (s ] ftot) - sols)}-1-[0()- o(s)]+ 2lp(t)- o(sF 0.

Since for 0 < x<1 we have 1-t+Int >0, we need to prove that

[to(t)—se(s)]- - [@(t)- @(s)]} + 2[e(t) - p(s) >0. 7
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In this expression only te(t)—se(s) may be negative. This may

happen in two cases: when s<-1 and t<0 or s>0 and t >1. Because
of symmetry we consider the second case, in which it is assumed

(1< a
that{fl b . We use Kulldorf’s inequality (see [1, p. 134]), by which
a<b-o

[to(t)-se(s)]-[0(t) - (s)]+[pt)- p(s)f > (t—5)-p(t)e(s).
Since 1—[d(t)—d(s)]> D(t)—D(s), we have
[tt) - se(s)]- L~ [@(t) - D(s)]}+ 2[plt) - p$) > [tolt) - se(s)]- [@(t) - (s)] +
+2plt) - pls)] > (t - s)eltho(s) +[olt)- o(s)] > 0.

The second case with s<—1 and t <0 is considered in analogous

manner.
2

Thus d
¥
the likelihood function (5). Taking Lemmas 1 and 2 into account, we can
state that the following theorem is valid.

=In L <0 and therefore 4 is a unique maximum point for

Theorem. Assume that we have the sampling of a normal random
value X, X,,..., X, with the unknown mathematical expectation x and

the known dispersion . Observation is carried out outside the interval
[a,b] where neither sampling terms nor their quantity are registered.

Then the estimator of a maximum pseudo-likelihood exists for 4 and is

the unique root of the equation
. .{1_[(1)(10_—#] -
} o

Ly 0,0 A2
R o]
oo o2

Moreover, this estimator is asymptotically consistent and effective..

(8)
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Remark 1. While proving the theorem, we see that a or b may be
infinite. The case a=-—0 and —oo <b <o correspond to the case of left
censoring, whereas for —oco<a <o and b =00 we have the right censor-

ing.
Example 1. If a=—o0 and b=0, then we obtain the following eg-
uation for defining 4 :

m‘”(gj_a_zm AR
O -of4]]-3Ex

Example 2. As has been shown in proving the theorem, for b — a

the equation (8) implies the classical case s = EZ X .
ne
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GOGI PANTSULAIA

ON A RIEMANN INTEGRABILITY OF FUNCTIONS DEFINED
ON INFINITE-DIEMENSIONAL RECTANGLES

Abstract. We announce a result asserted that for a Riemann in-
tegrable function f defined on the infinite-dimensional rectangle

[[la;,b,1OB , an infinite-dimensional version of the Weyl theorem is

valid. This fact allows us to give an effective algorithm for a calculation
of the Riemann integral (R) 1 f(x)dl (x), where | denotes an infi-

T
Xlai bl
i=1

nite-dimensional ‘Lebesgue measure’ constructed by R.Baker in 1991.

2010 Mathematical Subject Classification: Primary 28AXxX,
28Cxx, 28Dxx; Secondary 28C20, 28D10, 28D99.

Key words and phrases: Riemann integrability, Lebesgue
measure, infinite-dimensional rectangles

1. Introduction

Various questions combinatorial or discrete type frequently arise in
different domains of modern mathematics (especially, in Mathematical
analysis, Measure theory, Differential equations, Game theory, Set The-
ory, Graph Theory etc.) and are important from the theoretical view-
point and from the view-point of their numerous applications. In particu-
lar, these questions play a key role in applications of algorithms and
computer science. For example, the notion of a equidistributed, or un-
iformly distributed sequences (a,),, In an interval [a,b] describes a

certain discrete mathematical structure which has various interesting
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applications from the view-point of its applications in the theory of al-
gorithms and computer science. In particular, by Weyl well known theo-
rem, for every Rieman integrable function f on [a,b], the following

equality

_ n Ry f(¥)dx
IImn®r He f(ak): —t?- a
k=1

holds if and only if the sequence (a,)..y IS equidistributed, or un-

iformly distributed in an interval [a,b] , where (R)Tb f (x)dx denotes

Riemann integral of the f over [a,b]. Moreover, in common cases, it is
possible to estimate the velocity of such a convergence.

To various applications of a equidistributed, or uniformly distri-
buted sequences is devoted the well known monograph of L. Kuipers
and H. Niederreiter [1]. Firstly, such sequences have been used by
Hardy and Littlewood [2] in Diophantine approximation theory.

It is natural to consider

Problem 1.1. Whether one can elaborate a theory of uniformly
distributed sequences for infinite-dimensional rectangles ?.

Since the theory of uniformly distributed sequences for finite-
dimensional rectangles essentially implies the technique of the Lebes-
gue measure, here arises the following

Problem 1.2. What measures in infinite-dimensional topological
vector space R' can be assumed as partial analogs of the n-
dimensional classical Lebesgue measure (defined on the Euclidean vec-
tor spaceR") ?

In this direction, we must say that a partial analog of the Lebesgue
measure on R’ is not defined uniquely. Problem 1.2 was solved by
African mathematician R.Baker [3]. He introduced a notion of "Lebes-
gue measure” on R* as follows: a measure A being a completion of a
shift-invariant Borel measure on R* is called a "Lebesgue measure” on
R” if for any infinite-dimensional rectangle

[ Tla.b1( ~o<a,<b, <+ ) with 0 <[ [(b—a,) <+

i=1 =1

the equality
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A(H(ai ,bi)) = H(bl _ai)
holds, where

[1b-a)=lim, [ [(b,-a,).

In 2004, simultaneously have been published articles [4] and [5]
which also contain solution of Problem 1.2. In [4] has been posed a
question asking whether measures [3] and [4] coincide. The negative
answer to this question has been obtained in [6]. In this manuscript has
been introduced the notion of generators of shy sets in Polish topological
vector spaces and has been done their various interesting applications. In
particular, here has been demonstrated that this class contains specific
measures which naturally generate early implicitly introduced classes of
null sets. For example, here has been constructed : 1) Mankiewicz gene-
rator which generate exactly the class of all cube null sets; 2) Preiss -
Tiser generators which generate exactly the class of all Preiss -Tiser null
sets , etc. Moreover, such measures (unlike s -finite Borel measures)
possess many interesting, sometimes unexpected, geometric properties.
New concepts of the “Lebesgue measure” on R' (the so called, a -
standard and a -ordinary Lebesgue measures) have been proposed and
their some realizations in the ZFC theory have been considered in [7] .
Also, it has been shown that Baker's both measures [3] and [4], Mankie-
wicz and Preiss - Tiser generators [6] and the measure [5] are not an
a -standard Lebesgue measure on R' for a = (L,1,L).

Under such a rich class of shifp-invariant Borel measures in
R" it is natural to consider the following problems:

Problem 1.3. Whether one can elaborate the theory of Riemann
integration in R" ?

Problem 1.4. In terms of partial analogs of the Lebesgue measure
in R" , whether one can elaborate theory of uniformly destributed se-
quences in infinite-dimensional rectangles?

Note that the solution of Problems 1.3-1.4 assumes an infinite ge-
neralization of well known classical results (for example, Lebesgue theo-
rem about Riemann integrability, Weyl theorem, etc) formulated in terms
of Lebesgue measure (on R") to an infinite-dimensional topological

vector spaces of all real valued sequences R' (equipped with Tikhonov
topology ) in terms of partial analogs of the Lebesgue measure (for ex-
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ample, Mankiewicz generator, Baker measures, standard Lebesgue meas-
ure, etc).

The purpose of the present manuscript is to consider a certain con-
cept for a partial solution of the Problems 1.3-1.4 in terms of the meas-
ure | [3] and to announce main results established in [9].

The paper is organized as follows.

In Section 2 we give some auxiliary definitions from the Riemann
integrability theory. In Section 3 we announce our main results estab-
lished in [9].

2. Auxiliary definitions and notions

In order to solve Problem 1.3 for "Lebesgue measure” | [3],
we need a notion of Riemann integrability on infinite-dimensional rec-
tangle in terms of the measure | .

We denote by B aclass of all measurable rectangle

ﬁ[ai,bl.]( —0< @, <b, <+ ) with o<ﬁ(bl. —a;)<+w.

i=1 i=1

It is clear that an equality ﬂ(ﬁ(ai,bi))=ﬁ(bi—ai) holds.

A set U is called an elementary rectangle in the H[ai,bl.] if it

admits the following representation

U= X0 dJE X, [80 5]

where a J c, <d, J b for 1J k] m(mON).
It is obvious that

1 U)= X @-c)r X, (- a)

for the elementary rectangle U .
Also, a number d(U), defined by

m d.- ¢ ' b.- a
dU)= SR .
( ) ;C:l 2k+l(l+ dk _ Ck) k:em+12k+l(1+ bk _ ak)
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is diameter of the U with respect to Tikhonov metric in R”.
A family of pairwise disjoint elementary rectangles

t=U,)y., of the ﬁ[ai,bl.] is called Riemann partition of the

[ [ta.b] if [la;,b1={J_ Ui
A number d(t), defined by

d(t)= max{dU,):1J kJ n}
is called mesh or norm of the Riemann partition t .

Let f be areal-valued bounded function defined on ﬁ[ai,bl.] .

Definition 2.1 We say that the f is Riemann-ilr;egrable on
ﬁ[ai,bl.] If there exists a real number s such that for every positive real
nl:mber e there exists a real number d> 0 such that, for every Rie-
mann partition t = (U,),,,, of the ﬁ[ai,bi] with d(t)<d and for

every sample (t);,,, with t OU,(J kJ n), we have

n

le o FENU)- skke

The number s is called Riemann integral from the f over

ﬁ[ai,bi] and is denoted by (R) T f(x)dl (x).

T
Xla b1
i=1

Definition 2.2. We say that a real-valued function f:V" ® V¥ is

Riemann integrable with respect to the measure | if there exists a coun-
table family (B, ),y Of pairwise disjoint elements of the B

that

() ("k)&O NIO f;| is Riemann integrable on B,), where
f |5, denotes arestriction of the f on B, ;
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(i) ("X)(xOV" \H,, B, IO f(x)= 0);

(iii) The series ¢ (R)TB f |5 (x)dl (x) is absolutely convergent.
kON k

If for the function f the conditions (i)- (iii) fulfilled, then a
number

e ()T, Tl (0dl ()

kON

is called Riemann integral of the f over ¥' with respect to |
and is denoted by

(R)T\?l, f(x)dl (x).

Note, that a first step to forward for resolution of Problem 1.3 will
be an investigation of the following

Problem 2.1 Describe in terms of the measure | a class of all real-

valued Riemann integrable functions on H[ai,bi].

i=1

Definition 2.3. An increasing sequence (Y, )., Of finite subsets of

the infinite-dimensional rectangle f[[ai,bi] OB s said to be uniformly

i=1

distributed in the ﬁ[ai,bi], if , for every elementary rectangle U in the

i=1

ﬁ[ai,bl.] , we have

i=1

#YL,TU) 1)

lim .. - .
) (X b))

2. Main Results

Present section we announce the main results obtained in [9].
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Theorem 3.1  Let ﬁ[ai,bi]OB. Let (x) ., be uniformly

i=1

distributed in the interval [a,,b ] for KON . We set

Y, = X (U x¥r X {a}. Then (Y,),o is uniformly distributed in
k=1

k>n

the []la,b,

Theorem 3.2 Let f be a continuous (w.r.t. Tikhonov metric) func-

tion on ﬁ[ai,bl.] . Then the f is Riemann-integrable on ﬁ[ai,bi].
We have the following infinite-dimensional version of the Lebes-
gue theorem (see, [10], Lebesgue Theorem , p.359).
Theorem 3.3 Let f be a bounded real-valued function on

ﬁ[ai,bl.]. Then f is Riemann integrable on f[[al.,bl.] if and only if

i=t i=1

f is | -almost continuous (w.r.t. Tikhonov metric) on H[ai,bl.].

Theorem 3.4 For f[[ai,bi] OB, let (Y,),on b€ an increasing
family its finite subsets. Then (Y,),,, IS uniformly distributed in the

ﬁ[ai,bl.] if and only if for every continuous (w.r.t. Tikhonov metric)

i=1

function f on ﬁ[ai,bl.] the following equality

i=1

(R)y T f0adl(x)
e f(y) :
] Jo, _ I}:(l[aivb-]
lim, ., =

A (X[ab)

holds.
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USHANGI GOGINAVA

CONVERGENCE IN MEASURE OF TWO-DIMENSIONAL
CONJUGATE WALSH-FEJER MEANS

Abstract. The main aim of this paper is to prove that for any Orlicz
space, which is not a subspace of Llog L(1?%), the set of the functions that
quadratic conjugate Fejer means (« = S = 2/3) of the double Walsh-Fo-

urier series converges in measure is of first Baire category.
2010 Mathematical Subject Classification: 42C10.

Key words and phrases: Conjugate Walsh-Fourier series,
Orlicz space, Convergence in measure

1. Introduction

The partial sums S, (f) of the Walsh-Fourier series of a function
f eL(l), 1=[0,1) converges in measure on | [9, 14]. The condition
f eLin*L(1?) provides convergence in measure on 12 of the
rectangular partial sums S, (f) of double Fourier-Walsh series [19].

The first example of a function from classes wider than Ln*L(1%) with
S,.(f) divergent in measure on 1% was obtained by Getsadze in [5].
Moreover, Tkebuchava [15] proved that in each Orlicz space wider than
Lin*L(1%) the set of functions with quadratic Walsh-Fourier sums

converge in measure on 17 is of first Baire category.
Weisz [16, 17] proved that conjugate Fejiir means of double

Walsh-Fourier  &\“”) ,a,B[0,1) converges a. e. for each

f e Lin*L(1%). In particular, the condition f € Ln*L(l1?) provides the
convergence in measure on 12 of the &ﬁf”f’f,a,ﬂe[o,l). In this paper

we prove that the Conjugate
Fejitr means of the double Walsh-Fourier series does not improve
the convergence in measure. In other words, we prove that for any Orlicz
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space, which is not a subspace of Llog L(1?), the set of the functions that
quadratic conjugate Fejer means (a = =2/3) of the double Walsh-

Fourier series converges in measure is of first Baire category.

For results with respect to divergence of measure of double Walsh-
Fourier series

see [2- 4, 6- 8, 10, 12].

2. Definitions and Notation

We denote by L° = L°(1%) the Lebesque space of functions that are
measurable and finite almost everywhere on 1% =[0,1) x[0,1) . mes(A) is

the Lebesque measure of the set Ac 1%, The constants appearing in the
article denoted by c.

Let L, =L,(1?) be the Orlicz space [11] generated by Young

function @, i.e. ® is convex continuous even function such that
®(0) =0 and

lim —— =+, lim —— =0.

u>+0 U u—»0 U

This space is endowed with the norm

M1, = inf gk >0: o f (x y)|k)dxdy <13

Lo (1

In particular in case if ®@u)=uln(l+u), u>0, then
corresponding space will denote by Lin* L(1?).

It is well-known [11] that L, c L, < lim_
Let ry(x) be a function defined by

(1, xe[0,1/2) )
rO(X)_{—l, it xeqzgy YT

The Rademacher system is defined by
r(x)=r,(2"x) n>1 and x €[0,1).
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Let w,,w,,... represent the Walsh functions [13], i.e. w,(x)=1 and

if k=2 +...+2 is a positive integer with k; >k, >--->k.,>0then

w(x)= N (x)--- e, (x).

Every point « €[0,1) can be written in the following way:

0

azz;u’ _01

k=0
In case there are two different forms we choose the one for which

lim ¢, =0.

k—o0

The Walsh-Dirichlet kernel is defined by

)= zw (x)

Recall that

b, (0)- {2“ if xe[0,172")

0, if XE[1/2“ )

We consider the double system {Wn(x)xwm(y) ‘n,m= 0,1,2,...} on

the unit square 12
The rectangular partial sums of double Fourier series with respect
to the Walsh system are defined by

M-IN-1

Sun(f X y)= Zmenw(x)W(y)

m=0n=0
where the number

f(m,n)= [ £(x, y ), 0w, (y)dxdy

|2
is (m,n)th Walsh-Fourier coefficient.
Let p, =1, p =1 if 2"<k<2"% Then the (N,M)th partial
sums of the conjugate transforms is given by

M-IN-1

S (£, y)= 3> o (@) o1 () F (K1) w, ()w (¥).

k=0 1=0

The conjugate Fejér means of a function f are defined be
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5 fxy 1zn:zmls( (f.xy).

nm ‘==

It is simple to show that
U (f,xy)= If( u)K (x@t)KY (ydu)dtdu,

where

Zr ( |+1 - Dzi (X))

and @ denotes dyadic addition (see [9 14)).

3. Main Results

The main results of this paper are presented in the following
proposition.

Theorem 1 Let L, (1?) be an Orlicz space, such that
L, (1%) & LIn"L(I?).

Then the set of the functions from the Orlicz space L, (1%) with

(2/3 213)

conjugate Fejiir means &, ' f convergent in measure on 17 is of first

Baire category in L, (1?).
Corollary 1 Let ¢:[0,00[—[0,00] be a nondecreasing function
satisfying for x — +oo the condition
o(x) = o(xlog x).

Then there exists the function f e L(1?) such that
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[ (%, y))elxdly <o

b) conjugate Fejiir means 62>*°'f of the function f diverges in

measure
on 12,

4. Auxiliary Results

Lemma 1l Let XE(%%] 1=1,2,..m. Them

] (213)
Kam (X* > ¢

> |

Proof. Let

—
I}
o

Hence



n=1 n=1k=0
1 m 2 m-1
= EzDzn _1__Z(m - k)ak e (X)D K (X)
n=1 k=0

Kéﬁ?(x) = %zDz“ (x)—l—%;Z:(;(Zm—k)ozkrk (x)D2k (x).

It is evident that for o = 3 we have

Let | is odd number. Then

3 15 1
Kgfnls)(x):ﬂnleZ“(x)_l_E 2. (2m—2Kk) 1 (X) Dy (X),
_ -1 (1-1)/21
\Kgﬁ;’”zi(zm 1)2'* Lsp 41 (2m—2k)2*
m mn:l 2 m k=0
|
s g g 2
2m 3
>c2'
><
X

Let | is even number. Then
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(1-2)/2-1

\K;ff’) 1(2m | +2)2'2 - ZDn—l 1! (2m—2k)2*
m 2 m (=
>2'-2_i2' 1_£
a 2m 3
>c2'
><
X

Combining (2) and (3) we complete the proof of Lemma 1.
We apply the reasoning of [1] formulated as the following
proposition in particular case.

Lemma 2 [1]JLet H:L*(1*) - L°(1*) be a linear continuous
operator, which commutes with family of translations E, i. e.
VEeE Vfel'(1?) HEf =EHf . Let my . =1 and A>1. Then for

any 1<reN under condition mes{(x,y)e I? ] Hf |> /1}2% there exist

E,.E,E,..E €E and & =+1, i=1,.,r such that
mes{(x,y)e I? 1HO & f(Ex Ey) > /I}z%.
i=1

Lemma 3 [18]Let {H_}._, be a sequence of linear continues
operators, acting from Orlicz space L,(1%) in to the space L°(I?).
Suppose that there exists the sequence of functions {&, },_, from unit bull
S,(0,1) of space L,(I?), sequences of integers {m },, and {v,}r.,
increasing to infinity such that

& = ir}(f mes{(x, y)e 1% Hmk Sk (X’ Y)|> v }>0.

Then B - the set of functions f from space L, (I?), for which the
sequence {H, f} converges in measure to an a. e. finite function is of

first Baire category in space L, (17).
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Lemma 4 [18]Let L, be an Orlicz space and let ¢ :[0, ) — [0, )
be measurable function with condition ¢(x)=o(®(x)) as x —oo. Then
there exists Orlicz space L, , such that @(x)=o(®(x)) as x — oo, and
o(x)> ¢(x) for x>¢>0.

5. Proof of the Theorem

Proof of Theorem 1. By Lemma 3 the proof of Theorem 1 will be
complete if we show that there exists sequences of integers {m, :k >1}

and {v, :k=1} increasing to infinity, and a sequence of functions

{&, -k =1} from the unit bull S,(0,1) of Orlicz space L,(I?), such that
for all k

mes{(x,y)e1*:

(:32/3 . (fkix, y)
k k
(4)

First we prove that there exists ¢ >0 such that
mes{(x,y) € 12: (650" 0 (D20 ® D 41 y)‘ > 2" > czﬂm.
(5)

o Uzae)

Ghmiom (Do ®D 0, %,¥) = B2 (OFZ(y),

1
Sy +2>—.
ot 3

Denote

Since

then for (x,y)eG, xG, we have from Lemma 1 the following
estimation

~(213,213) (D D 2m’X y)‘ ‘F (213) (X)F (2/3) (y)‘z_

2m 2m

It is easy to show that
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mes{(x,y) e 1°:

~ (2/3,2/3) (D QD . X, y)‘ > C2m}

2m 2m

>mes{(x,y) eG,, xG,

2m 2m

o (Do @D %, Y)| > €27}

>mes{(x,y) € L c2"}
Xy

DI

1=1s=m

Hence (5) is proved.
From the condition of the theorem we write [11]

()
liminf =
us Ulogu
Consequently, there exists a sequence of integers {m, },,
increasing to infinity, such that

lim ®@27)2 " mt=0, ®E")=2"" vk

k—o0

From (5) we write

mes{(x,y) e 1% 62°%) (D, ®D

2m 2m ka 2m !

X, y) > czmk}>c;“

Then by the virtue of Lemma 2 there exists e,,...,€,,€,,...,€, €[0,1]
and g,,...,&, =1 such that

mes{(x y)el? |szi:3i’;k(02mk ®D,, x®e,yoe)|> 2“"k}>§,
2 2

Mk
where r = {2—} +1.

cm,
Denote
23mk—l
V =
< rol2?™)
and
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where

1< :
M k(Xa Y) = Fzgi Dzzmk (ei ® X)Dzzmk (ei ® Y)
=

Thus, we obtain (4).
Moreover, since @ is convex, we have & €S,(0,1). Indeed, the

estimation IV, IT, , < 2" and M} . <1 implies

1 2"™ M, (%, y)
Ekl_l_[q)(lz) <E[1+L2®{W dXdy <1.

Theorem 1 is proved.
The validity of Corollary 1 follows immediately from Theorem 1
and Lemma 4.

We note that o = 8 zg implies that

Zlai —Q | +®©
i=1
and

YA~ fis = e

If series (6) and (7) are finite then it easy to show that &%/ (f)

converge of the metric of space L(I 2) for every f e L(I 2), in particular

converge in measure for every f e L(I 2)
We can now formulate the following

Problem 1 Whether the conditions (6) and (7) guarantees justice of
Theorem 1 and Corollary 1?
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ILIA TAVKHELIDZE

ABOUT SOME GEOMETRIC CHARACTERISTIC OF THE
GENERALIZED MOBIUS LISTING'S

SURFACES GML; AND ITS CONNECTIONS
WITH SET OF RIBBON LINKS

Abstract. We consider the cutting process of a Generalized Mdbi-

us-Listing’s surfaces GI\/ILrZ] along a set of lines “parallel” to its “basic

line”. We show connection of the resulting mathematical objects with the
set of Ribbon knots and links.

2000Mathematics Subject Classification. 53A05, 51B10, 57M25.

Key words and phrases. Mobius strip, Mobius-Listing's surfaces, First
fundamental form, Second fundamental form, Mean curvature, Gaussian
Curvature, Hyperbolic point, Parabolic point, Knots, Links, Ribbon links.

1. Introduction

In previous articles [1-5] a wide class of geometric figures — “Ge-
neralized Twisting and Rotated” bodies (sometimes called “surface of

Revolution” see [9]) - shortly GTR/} - was defined through their analytic

representation. In particular cases, this analytic representation gives back
many classical objects (torus, helicoid, helix, Mdbius strip ... etc.). Aim
of this article is to consider some geometric properties of a wide subclass
of the already defined surfaces, by using their analytical representation.
In previous articles [1-5] a set of the Generalized Mobius Listing's bodies
- shortly GMLY, , which are a particular case of the GTR,» bodies, have

been defined. In the present paper we show some geometric properties of
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Generalized Twisting and Rotated - surfaces and relationships between
the set and the sets of Ribbon Knots and Links.

2. Notations and Definitions

In this article we use following notations:
« X,Y,Z, or x,y,z - isthe ordinary notation for coordinates;

» 7,60 - are space values (local coordinates or parameters in
parallelogram);

1. 7e[r«, 7 ], where 7. < 7 usually are non — negative constants;

2. yel0,2rx];
3. 0¢€[0,27h], where h € R (Real);
1)
But sometimes, as a special case, we suppose that
TE [—r*, 2'*] (1%

« Ph=AA...A, - denotes an “Plane figure with m-
symmetry”, in particular P, is a “regular polygon” and m is the number

of its angles or vertices. In the general case the edges of “regular
polygons™ are not always straight lines (A/A,; may be, for example:

edge of epicycloid, or edge of hypocycloid, or part of lemniscate of
Bernoulli, and so on) (see e.g. Fig. 1f);

« PR, =AA...A A A ... A, denotes an orthogonal prism,
whose ends AAy...A, and AA,...A, are “Plane m-symmetric

figures” Py, (see e.g. Fig. 1b);

For example:

- PRy -isasegmentand B, isa point;

- PRy - is an orthogonal cylinder, whose cross section is a P, -
plane figure without symmetry;

- PR, = AAAA, isarectangle, if P, =AA, isa segment of
straight line; but also PR, maybe a cylinder with cross section P,
(ellipse, or lemniscate of Bernoulli and so on);
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PR, - is an orthogonal cylinder, whose cross section is a P, -

circle.
x=p(ry), z=d(r,y) )
or
X = p(z,y)cosy (2
z=p(r,y)siny

are the analytic representations of a “Plane figure with m-
symmetry” P, , usually p(0,0)=q(0,0)=0 and the point (0,0) is the
center of symmetry of this polygon (see [1-5]).

For example, when the function p(z,y) in formula (") has the
form
m-1
p(T1l//) =T Zg('// _l//i)’
i=0
(2°)

where the arguments 7 and y are defined in (1); w; €[0,27) are

some constants for each 1 =1,m—1, with ; # w; ifi= ], and

0 if w=y;
ey —yi)= 1
it w2y,
then the corresponding plane figure P,, (some time in this article

P.)is:
1. a “simple star” with m “wings” or “vertices” when 7« =0 (see
e.g. Fig. 1.a. 1 =0,6);

2. a set of m segments of straight lines lying on the radiuses of a
circle centered at the origin when 7. > 0 (see e.g. Fig. 1.e.)).

: 2 . .
Conclusion 1. In the case when y; E—m,l =0,m-1, then P, is
m

a “Regular simple star” (see Figs. 1 b., d., c.);

e if m=2 and 7« =0, then (2°) is a representation of Pz* (see e.g.
Fig. 1.c.)), which is a segment of straight line [—r*,r*]. In this
particular case we set
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p(r.y) =7 (2*%)

where the “argument” 7 satisfies (1*) ;

I,] = " :n"/
| — o
-— el o P S =
———_—P e "l . oy LS B B
p— W "y -~
—- Lt g == e v
" \
“
by
|
oy
o W 2 gl |
Pa=r, - '“-__\ /
o =
= Ny
-— ~ 5 AA L] % . A
e ) —— x"".f____-—‘/\_v,
> =
: A - =
= Fig. 1 . \

« D(p,q) or D(p) - diameter of plane figure Py, ;

« 00" - axis of symmetry of the prism PR, ;

. Lp - Family of lines situated on the plane, whose parametric
representations are

L, :{XY :flif(’i?e) pel0,p"), O0e[02a], hez ®)
or

_ | X(p,0) = p(O)cose -

”_{ Y (0,60) = p2(0)sin 6 e

We assume the following hypotheses:
i) For any parameters oy, py € [O,p*], P # Py, the lines Lpl

and Lp2 have not intersection.

i) If L, isaclosed curve, then for every fixed p [0, ,0*] f;
-are 2p-periodic functions fi(p,0+27) = fi(p,60),(1=1,2).
e g() - be an arbitrary sufficiently smooth function
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g(6):[0,2hz] —[0,2hx] (4)
and if h=1, then for every ® €[0,27] there exists 6 €[0,27],
such that ® = g(0);
« mod,,(n) - natural number <m; for every two numbers

me N (natural) and ne Z (integer) there exists a unique representa-
tion n=km+ j=km+mod,(n), where k € Zand
j=mod,(n) e N U{0};

nm, when meN and neZ

. 4= ) 5)
n when m=cw and neZ (orneR(Rea))

« Generalized Twisting and Rotated bodies - shortly GTR/}

(sometimes called “Surfaces of revolution” see[9]) are defined by the
parametric representations:

X(r,p,60) = fy((R+ p(z, ) cos((6)) - 0(z,v)sin(9(6))} 6)
Y(z,p,0) = £, (R+ p(r,w) cos(g(0) -4(r,w)sin(1g(9))}0) (6
Z(z,w,60)= Q(0) + pl(z,)sin(g(6)) + 9z, ) cos(g (9)),

or
X (z,p,0) = p(0) + p(z) cos(y + 9 (0)) Jcos(6)
Y (z,1,0) = [p,(8) + p(r) cos(y + g (6))]sin () (6*)

Z(z,y,0) = Q(0) + p(z)sin(y + 19(0)),

where, respectively:
- the arguments (z,y,0) are defined in (1);
- the functions f; and f, or p(8) and p,(@) in (3) or

(3*) define the Ly “Shape of plane basic line”, more precisely “Shape
of orthogonal projection on the plane XOY of the basic line” of
corresponding body (see e.g.: circle in — Figs. 2b, 2c, 2g; ellips in — Fig.
2e; spiral in — Figs. 2d, 2f, 2i and square in — Fig. 2h. );

- R is a some fixed real number, which defines the “Radius” of
the “plane basic line” Lg;

69



- Functions p(r,) and q(z,p) or p(z) in (@) or (2°)
define the “Shape of the radial cross section” of corresponding figure.
In general case this functions may be depends from arguments  (see for

example (2) ) and @, i.e. “Shape of the radial cross section” depends
from the “place” of this cross section (see e.g. Fig 21.);

- The function g(6) from (4) defines the “Rule of twisting
around basic line”;
- The number u in (5) defines the “Characteristic of twisting”;

- Q(0) is a smooth function which defines the “Law of vertical
stretching of figure”.
Therefore, this parametric representation defines a GTR, body

(some examples are shown in Fig. 2) with the following restrictions:
1) The OO’ -axis of symmetry (middle line) of the prism PR, is

transformed into a “Basic line” (sometimes called “Profile curve”) -
(Lr.Q(6));
2) Rotation at the end of the prism (2) or (2*) is semi-regular

along the middle line OQ’, or the twisting of the shape of radial cross
section around the basic line is semi-regular (depending from g(é) ).

GMLY® GTR ] GTR]
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*  Generalized Mobius Listing's body - shortly GML[ - is

obtained by identifying the opposite ends of the prism PR, insuch a
way that:
A) For any integer neZ and i=1,...,m each vertex A

coincides with A, = A,’nodm(nn), and each edge AA,; coincides
with the edge
AenAni1 = Anod, . (i+n) Amod . (i-+n+1)
correspondingly;

B) The integer neZ denotes the number of rotations of the end
of the prism with respect to the axis OO" before the identification. If
n>0, the rotations are counter-clockwise, and if N <0 then rotations
are clockwise. Some particular examples of GML[. and its graphical
realizations can be found in [2-5] (see e.g. Fig 2e.).

CFALLY,

<20 o

NS us TR rERs e

" 77
S

Conclusion 2. We can assert that:
a.) The GMLY, body is a particular case of the GTR]}, body.

b.) The basic line Ly of a GML,, body, is always a closed line
and the number g is such that the boundary of this body is a closed
surface (see [2]).
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c.) The functions f;, f,, p1(0),p,(6), Q(F) in parametric

representation (6) and (6*) of a GML}, body are always 27 -periodic
functions (see e.g. Fig. 3a) or Q(#) =0, (some examples are shown in
Figs. 3).

e Some additional information about the classification of GRT
bodies are reported in [2,4].

1. Some Geometric properties of a “Regular” GMLB surfaces.

In this part of our article we study some geometric characteristic of

a “Regular" Generalized Mobius-Listing's surfaces GMLY, with circle
as basic line. This means that the parametric representations of these

surfaces (6) or (6*) have the following simple form

X(r,0) = {R +7 co{z// + %ﬂ cos(é)
Y (z,0) :{R+rco{w+%ﬂsin(9) (7

Z(z,0) = TSin(l//-i-%j,

where, respectively:

- R - radius of basic circle - is constant (see e.g. Figs. 4a., 4b., 4c.);

- In the general case (6) 7, defined in (1), is variable, but now,
according to the notation (2**) (Corollary 1.), the argument 7 always
belongs to the interval [—r*,r*], see (1*) where 7" <R is some non-
negative constant. So that, when n =1 formula (7) is the classical (well
known) form of analytic representation of the Mobius strip ([2],[9]).
Actually, 27" is the width of the surface GML};

- the variable @ is defined in (1) and in this case h=1, i.e.
0el02x];

- The “rule of twisting around basic line” is “Regular”, i.e. the
function, which is defined by eq. (4) is g(0) =8;
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- n - the “Number or twisting” of GML) - is an arbitrary

integer number, i.e. the number defined by eq. (5) is x=n/2 (see e.g.
n=1- “Mdébius strip” Fig. 4a; n=2 Fig. 4b; n=14 Fig. 4c; n=6 Fig. 4d;
n=0 - Figs. 4e, 4f, 49, 4h, 4i, 4j.);

- in the present case, y is a constant defined in (1) (but when
n=0, the number  in eq. (7) defines even the type of the
corresponding surface, for example: if w =0 , then the “Regular”

Generalized Mobius-Listing's surfaces GMLY, with basic line a circle, is
a Ring (R> r*) (see. e.g. Fig. 4e) or Disk (R = r*)(see. e.g. Fig. 49),
and if y = % then GML% is a cylinder (see. e.g. Fig. 4h), in other cases

these surfaces are cones or truncated cones (see. e.g. Fig. 4i) (see [3-6])).

Fig. 4
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Remark 1 Note that:
a.) For every integer number n eq. (7) defines a one to one

correspondence between the strip [—T*,T*]X[O,Zﬂ') and the surface
GMLS.

b.) If n is an even number, then each function (X,Y,Z) in the
representation (7) is a 27 -periodic function of the argument &.

c.) If n is a odd number, then each function (X,Y,Z) in the

representation (7) is a 4 -periodic function satisfying the following
properties (Mobius property, see [8])
(X(r,0+27),Y (7,0 +27),2(z,0+ 27))= (X (~7,0),Y (-7,0);,Z(~7,0))  (M*)

According to the representation (7), the tangential vectors of the

“Regular” Generalized Mébius-Listing's surface GMLY, with circle as
basic line, are correspondingly

r.= {COS(V/ + %) cos(6); cos[l’” ' n_fj (ks (W ' n_fj} ©

and
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sin(f) - gsin[y/ + n—ze)cos(e);

cos(d) —?sin(v +%)sin(9); : 9)

éco{ ﬂj
YT

It is easy to check, that the scalar product of these two vectors (8)
and (9) is

=1
S
1
-
_'_
i
o
o
—L—
<
_|_
I\.)|
N

(re,rg)=0.
Remark 2 For any integer number n two tangential vectors of a
regular GMLY, with circle as basic line, are always orthogonal, i.e. the

local system of coordinates (z,6) in this surface is an orthogonal
system.
Also we may check that

o) - n ")
or.0) {R”COS(VH > ﬂcos(vw ) j

o(z,%) _ ng\| . nog) . m _

2(2.0) = {R+rcos(gy+7j]sm(w+7]sm(9)—?cos(9), (10)
o(y,z) _ _ ﬁ . E m_ |

o) {chos(yw > ﬂsm((t/ﬂr > jcos(9)+ > sin(8);

and the module of the vector product of these two vectors is

- 2 2
|rfxrg|:\/{R+rcos(n//+nzeﬂ +(nz) : (11)

Therefore, the we may rewrite unit normal vector of a “Regular”

Generalized Mdbius-Listing's surfaces GMLY .
Remark 3 Note that:

a.) If n is an even number, then the unit normal vector 17(7,9) isa

27 -periodic vector and consequently the GMLQ body is a two-sided
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surface; i.e. to each point of the GML}) corresponds one (external or
internal) normal vector of this surface;

b.) If n is a odd number, then the unit normal vector ;(r,e) is a
47t -periodic vector function, with the Mobius property

v(z,0+27) = —v(z,0) (12)

so that the GMLY is a one-sided surfaces; i.e. to each point of the

GMLY} surface correspond two normal vectors to this surface and, by the

geometric point of view, it is impossible to “distinguish” the external
from the internal normal vector to this surface.
The first fundamental form of a regular generalized Mobius-

Listing's surfaces GML}, with circle as basic line, is given by

E(z,0) =1;

F(z,0) =0; (13)
2

G(r,0) = {R+rco{w+%ﬂ +¥,

so that, it is very easy to see that

Remark 4 Each point of the corresponding surface (7) is regular,
i.e, for each point (z,8) the corresponding forms satisfy the conditions:

E(r,0)>0,G(r,0) >0 and EG-F2 >0.

The second fundamental form of a regular generalized Mobius-
Listing's surfaces GMLY, with circle as basic line, is given by
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L(r,0)=0;

" et zﬂ

et
e a

So that we may rewrite the mean and Gaussian curvatures of a

N(z,0) =

(14)

regular GMLY, with circle as basic line, in the form

{R + Z'COS((// + ﬂ (m)
H(zr,0) = 2 2 Sin(l/lﬁ-%j
[{R + rcos(:// + 2)} (nj,) jz

and

w

(15)

—n2R2

2 2
4E[R + rcos(w + n,fﬂ + anZJ (16)

Remark 5 FEach point of Regular generalized Mobius-Listing's

K(z,0) =

surfaces GMLY , with circle as basic line, is:

a.) Hyperbolic (saddle) point if the number n=0, i.e. always
K(z,0) <0;
b.) Parabolic point if the number n=0, i.e. always K(z,6)=0 ;
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4. Relations between the set of Generalized Mobius-Listing's
Surfaces and the sets of Knots and Links

We use the following definitions and notations:
Definition 1. A closed line (similar to the basic or border's line)

which is situated on a GMLrZ] and is “parallel” to the basic (or

border's) line of the GMLY - i.e. the distance between this line and basic

or border's lines is constant - is called a “Slit line” or shortly an “s-
line” (see e.g. Fig. 5.d.).

e If the distance between an s-line and the basic line is zero, then
this s-line coincides with the basic line (and sometimes is called “B-
line”)(see e.g. Fig. 5.c.).

i;'iu. s

Definition 2. A domain situated on the surface GMLB and such
that its border's lines are slit lines, is called a “Slit zone” or shortly an
“s-zone”.

e The distance between the border's lines of an s-zone is the
“width' of this s-zone.

e If an s-zone's width equals to zero, then this zone reduces to
an s-line.
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Definition 3. If the “B-line” is properly contained inside a “Slit
zone” - i.e. his distance to the border's lines is strictly positive - then this
“Slit zone” will be called a “B-zone”.

Definition 4 The “process of cutting” or shortly the “cutting” is
always realized belong some s-lines and produces the vanishing (i.e.
elimination) of the corresponding s-zone (which eventually reduces to an
s-line)

e Ifa GMLg surface is cut along an s-line (sometimes —1> ),

then the corresponding vanishing zone will be called an s-slit (see e.g.
Figs. 5.a., 5.b., 5.e.).

B-zones
s-zOnces | ~

R . T Fig. 6 " d GALLL,

e If a GMLY surface is cut along its B-line (sometimes ) L),

then the corresponding vanishing zone will be called a B-slit
(see e.g. Fig. 5.d.).

e If the vanishing zone - after an s-slit (a B-slit) - is given by an “s-
zone” (a “B-zone”), then the cutting process will be called an s-
zone-slit (a B-zone-slit).

e If GML) surface is cut (k+1)-times along (k+1), k=0,12,...,
different s-lines and none of them coincides with the B-line ( for
this process we use the symbolic notation —%—), then the

resulting object is called a (k+1)-slitting GMLg , and the corres-
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ponding vanishing zones are (k+1)-slits. In this case the cutting
processis called a (k+1)-zone-slits.

o If GMLQ surface is cut (k+1)-times along (k+1), k=0,1,2,...,
different s-lines and one of this line coincides with the B-line (
for this process we use the symbolic notation —2*%—), then the

resulting object is called a ( B+k)-slitting GML) , and the
corresponding vanishing zones are (B+k)-slits. In this case the
cutting processis called a (B+k)-zone-slits.

e For each natural number k the segment [0, t*] is divided by one
of the following rules:

- . (T*—¢ ¢ .
e + =01...k;
TZ] J ( k+1 kj J (17)
- . t*—¢ . & .
TZ]+1E(J+1) k+1 +JE j=0,1,,k,
or
1~%*
£, =4 j=01...k;
K (18)
z-}\2141 - JTk+g :O,l,...,k—l,

where ¢ € [0,7*) is a real number.
e For each natural number k the domain of definition T ={[-
,7*]x[0,2%]} (see (2)) of the reprezentation formula (7) is divided by
one of the following rules:

~ ~

T
% Z'l,Tl [sz,rzj+l]u[ Tyjun— Z‘ZJ]}X[O,ZE)' (19)

2'2] 1,sz]u[ sz, 721 1]}><[0,27r)'
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fB,k = {zol[fzj-lv Ty ]U [_ Ty ’_fzj—l]} X [0’277)' (20)

1

A k - -
Tex = {[_ flle[fzj’fzju]u [_ TZj+1'_sz]}X [0,271')'

j=1

f;z{[_f*,mo [aj,ajﬂ]}x[ow @

j=1

2k-1

i {Uf oz

j=1
Without loss of generality and for simplifying the process of
proofing, in this article we consider the following restrictions:
e The GML) is a regular generalized Mdbius-Listing's Sur-

face (see representation (7) and notation (1%*));
e B-slit is symmetric (see e.g. Figs. 5.c, 5.d., 6.b., 6.d.), i.e. the
“origin” (domain of its parametric representation) (7) of the

corresponding B-zone is the domain 'I:Bﬁo (20).
e For any fixed number of cutting k, the width of the eliminated

slit zones on the GML} surfaces are always identic and
equal to 2e/k (see e.g. Figs. 5.e., 6.c., 6.d.);

e For any fixed number of cutting k, the width of the remaining
slit zones on the GMLY surfaces are always identic and
equal to 2(t*-¢)/(k+1).

Theorem 1. If the GMLY surface is cut (k+1)$-times along (k+1)
different (i.e. k=0,1,...) s-lines, and n is an even number, then for each
integer numbers n,k,

after (B+k)-zone-slits or (k+1)-zone-slits, an object Link-(k+2)
appears, whose each component is a GMLQ surface (knot with structure
{0:}); The topologic group of the classic link-(k+2) in this case is at
present unknown; only when k=0, the link-2 is of type { n%}, according
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the standard classification (see [6,7,8]).}; i.e. if n=2® is an even number,
then for each ®=0,1,2,..., and k:

Case A.

GML* —2* 5 Link —(k +2) of (k+2) objects GML" (22)
Case B.
GML2” —1 Link —(k+2) of (k+2) objects GML2 (23)

Proof. The representation (7) is a one to one correspondence
between the points of the strip T and the points of the GML} surface,
and according to the remak 1, if n is an even number (n=2w), then each
of the functions X(r,0),Y(r,0),Z(t,0) is a 2m-periodic function of the
argument 0.

Let us consider the particular case A, when k=0 - This means that
there exists only one B-slit-zone.

So that, according to (20), a the B-zone-slit corresponds to the
elimination of the

'I:Bfo in the domain of definition T. But in this case, the domain of

definition f;o in (20) consists of two parts and define by (7) two

different objects GMLY. The one to one correspondence (7) guarantees

that the new objects have not self-cross points.

In this case, according to the above restrictions, both new objects
have identic widths.

Let us consider the particular case B, when k=0 - This means that
there exists only one s-slit-zone.

So that, according to (7) and (21), a s-slit-zone corresponds to the

elimination of theﬁg'* in the domain of definition T. But in this case, the
domain of definition T~1 in (21) consists of two parts and define by (7)

two different objects GML} with different widths. The widths of com-

ponents of B-zone-slits are equal, but the widths of components of s-
zone-slits are different.
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Let us consider now the general case A, when k is an arbitrary
natural number. This means that there exist (B+k)-zone-slits.
— Recall that in the particular case A, after a B-zone-slit, an object

Link-2 appears, whose both components are GMLE‘ surfaces. So that the
following cutting or the (B+1)-zone-slits (k=1) is a cutting of one of the
new objects GMLY, which appears in the particular case A.
Consequently, applying the same arguments of the particular cases

A or B to each of the new GMLY surfaces (we do not know if the

new slit-zone includes the B-line of this surface or not, but this is not
important, since the number n is even and both results are the same), we

find that an object Link-2 appears, whose both components are GML}
surfaces. Therefore, the domain of definition 'IcBylin (20) consists of 3

parts and define by (7) 3 different objects GMLY.
So that, in the general case, according to (20), to a (B+k)-zones-slit
or to each number k corresponds the elimination of f;k+lsub-domains in

the domain T. But in this case, the domain of definition 'I:Bykﬂin (20)

consists of (k+2) parts and defines, by (3), k+2 different objects GMLY,

and the structure of these new objects is always identic to the original
surface. The one to one correspondence (7) guarantees that the new
objects have not self-crossing points.

Some examples are given in Figs. 7.
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Let us consider now the general case B, when k is an arbitrary
natural number.

This means that there exist (k+1)-slit-zones. In this case, by using
the same arguments of the previous case A, but considering the domain

of definition 'I:'kilin (21), we find identical results. Some examples are
given in Figs. 8.
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Theorem 2. If the GMLY surface is cut (k+1)-times along (k+1)
different (i.e. k=0,1,...,) s-lines and n is an odd number, then for each
integer numbers n, k, after:

Case A. - a (B+k)-zone-slits an object Link-(k+1) appears, whose
each component isa GMLY surface (Ribbon knot with structure {n;});

The topologic group of the link- (k+1) in this case is at present unknown;
only when k=0, the knot is of type {n;}, when n> 1, and of type {0:},
when n=1, according the standard classification (see [6-8]); i.e. for every
natural numbers ®=0,1,2,..., and k

GML2*" —B*  Link —(k+1) of (k+1) objects GML"™  (24)

Case B. - a (k+1)-zones-slit an object Link-(k+2) appears, whose
one component is a GMLrZ‘ surface (knot with structure {0,}, and each

other component is a GMLE‘ surface (ribbon knot with structure {n;},

except when n=1, since in this case the topological group is {0:}); The
general topological group, in this case, is at present unknown; i.e. for
every natural numbers ©=0,1,2,..., and k,

GML* — Link —(k+2) of one GMLX** and (k +1) objects GML;”**  (25)

Proof. If nis an odd number (n=2w+1), then the functions
X(t,0),Y(r,0),Z(t,0) is a 4n-periodic function of the argument 6 with
property (M*); i.e. for each te[-t*,1*]

X (— T,O) =X (2',27z); Y(— 2',0) = Y(r,27z); Z(— 2',0) =X (2',27r); (26)

Let us consider the particular case A, when k=0 - this means that
there exists only one B-slit-zone. In this case, the one to one
correspondence (3) defines a single object, in spite of the fact that the

domain of definition 'I:B'0 in (20) is disconnected. This new object has a

new basic line (in particular, according to equations
(7) and restriction (17) which is given by
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X[T _8,49): R+’ _gcos(y/JrEj cosé
2 2 2
T*—¢ T*—¢ ng\| .
Y 0= R+ cos| w+—||sin @ 27
( 2 ) [ 2 [‘” ZH 7
Z| "% 0 1=" "%sin z//+ﬁ
2 2 2

This is a representation of a really closed line, but now 6<[0,4x]
(see Fig. 2.a. or Remark 2, when peQ in [6]), and therefore the unit
normal vector (12) makes 2n+2 rotations around the new basic line (27),

since it belongs to a GML} surface.

The following cutting of the GMLY body or (B+1)-zones-slit (k=1)

is a cutting of the new GML2"*? surface, which appears after a B-zones-

slit. Since the number of rotations 2n+2 is an even number, and by using
the same arguments of the previous theorem, we find that, after a (B+1)-
zones-slit, an object Link-(k+2) appears, whose both components

GML2"? surfaces.

In general, after a (B+k)-zones-slit an object Link-(k+1) appears,
whose each component is a GMLS" surface. Some examples are given
in Figs. 9.

Let us consider the particular case B, when k=0 - i.e. there exists

only one s-slit-zone. Since n is an odd number, then according to (19)
after an s-zone-slit the new domain of definition (7) is given by

T=aalkpeolz axp2r)u-7-%x027))  (28)

This is a disconnected domain, which consist to three parties. The
domain defined from the central part of the right hand side of equation
(28), according to the representation formulas (7), defines an object
GMLQ . But its width is smaller with respect to the original surface;
Each of the remaining parts of the right hand side of eq. (28), similarly to
the case A of this theorem, define a geometrical object GML"*. So that

after an s-zone-slit of a GMLY , when n is an odd number, appears a
link-2, where one
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of the components isa GML’ and the second one is a GML2™2,

GALL, B+ x -slitting

A Il;
(GASLY | k=04
=3 Link 1
110
| Zink —3 —
G, =Y.

| Lk —4 It

(GAI | ==
Fig. 9

The following cutting of the GMLY body or 2-zones-slit (k=1) is a

cut of one of the new GML2™?or GMLY surfaces, which appear after a
B-zones-slit.

If the second cut is a cutting of the GML2"** surface, then since
2n+2 is a even number, by using the same arguments of previous
theorem, we find that after a 2-zones-slit an object Link-3 appears,
whose one component is a GML% surface, and each other component is a

GML2"?surface.
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But if second cut is a cutting of the GMLY surface, then, since n is

an odd number, by using the same argument of the particular case B of
this theorem, we find that after a
2-zones-slit an object Link-3 appears, whose one component is a

GMLY, surface, and all other components are GML2"*? surfaces.

Let us consider the general case B, when k is an arbitrary natural
number. This means that there exist (k+1)-slit-zones. In this case we can
use the previous arguments (when k=1) and remark that the domain of

definition T, ., in (19) consists of (2k+3) sub-strips and defines an object
Link-(k+2). Therefore, we can conclude that one object is a GMLg

surface, and each other object is a GMLB surface. Some examples are

given in Figs. 10.

Lastly, from the above Theorems and Remarks 1,2,3 (also
Remarks 1,2,3,4 of

the [13]) we can deduce the following facts

Remark 6. Both the previous Theorems still hold when the basic
lineisa

closed sufficiently smooth space line.

After cutting each regular Mobius-Listing surface  GMLY, whose

basic line is a circle, appear objects (object) with the following
properties:
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e the tangential vectors of the new objects (object) r and 1, (8),

(9) are orthogonal,
e each point of these objects are Hyperbolic (saddle) points if n=0;
® each point of these objects are Parabolic points if n=0.
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TEMUR CHILACHAVA, NUGZAR KERESELIDZE

NON-PREVENTIVE CONTINUOUS LINEAR
MATHEMATICAL MODEL OF INFORMATION
WARFARE

Abstract. In the given work the new direction in the theory of in-
formation warfare (mathematical modeling of information warfare) is
offered. In particular, the antagonism is meant “information warfare”
mass media (an electronic and printing press, the Internet) two states or
two associations of the states, or two powerful economic structures (con-
sortiums) conducting under the relation to each other purposeful misin-
formation, propagation. As the third side in process association of the
international organizations (the United Nations, OSCE, EU, the WTO
etc.) which effort are directed on intensity removal between the antago-
nistic states, the sides and the termination of information warfare acts.

The general continuous linear mathematical model of information
warfare between two antagonistic sides which considers an antagonism
case as equipotent associations (“yak-bear™), and it is strong different -
("wolf-lamb™) is constructed. As required functions quantities of infor-
mation at present time, made each of the sides promoting achievement of
the purposes, to the chosen strategy are taken. In that specific case the
models, each side identical rates wages information warfare and reacts to
appeals of the international organizations. In turn, the third side in regular
intervals reacts to intensity of information attacks of the antagonistic
sides.

Exact analytical solutions of a Cauchy's problem for system of
the linear differential equations of the first order with constant factors are
received.

Parities between constants of model and initial conditions are re-
vealed, at which:

1. The antagonistic sides, despite increasing appeals of the third
side, intensify information attacks.

2. One of the antagonistic sides, under the influence of the third
side stops, eventually, information warfare (an exit of the cor-
responding solution on zero) while another strengthens it.
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3. Both antagonistic sides, after achievement of a maximum of
activity, reduce it under the influence of the third side, and
through final time, and at all stop information attacks (an exit
of solutions on zero).

In the first case, it is necessary to expect transformation of informa-
tion warfare in a hot phase, in the second — it is less probable, in the third
- it is at all excluded.

The offered model of information warfare, except theoretical inter-
est has as well the important practical meaning. She allows, on the basis
of supervision and the analysis, already at an early stage of information
attacks, to establish true intentions of each of the sides and character of
development of information warfare.

2000Mathematics Subject Classification: 93A30, 00A71

Key words and phrases: information warfare, antagonistic sides,
continuous linear mathematical model, ignoring of an opposite side, non-
preventive model, hot phase.

1. Introduction

The theory of the information warfare, which formalization has be-
gun all three-four ten years ago, now has already wide applied meaning.
It is considered actively by many countries by working out of informa-
tion safety. For the first time in the USA the presidential commission for
protection of a so-called critical infrastructure has been created. Then on
the basis of the conclusion of this commission has been developed Ne 63
instruction of the president which in 1998, became a basis of the go-
vernmental policy of maintenance of information safety [1]. The leading
countries already have begun purposeful preparation of narrow experts of
information war. In the USA, at national university of defence the school
of information warfare and strategy operates. At the Californian sea school
to group of information warfare read courses of lectures: principles of in-
formation operations; psychological operations; information warfare: plan-
ning and an estimation; an estimation of information warfare.

Russia, the truth with delay, but too operates in this direction. The
Ministry of Defence of Russia has created the information and propagan-
da centre which along with other problems, will prepare khakers attacks
on information resources of the opponent. This decision of the Ministry
of Defence of Russia, was the answer to the task of the president of Rus-
sia - prepare the offers connected with creation of the centre of prepara-
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tion of experts which can to wage information warfare by the newest
technologies [2, 3].

According to some sources problems of the information and propa-
ganda centre will be: intimidation of the opponent, destruction of its in-
formation communications and preservation of the, creation information
and misinformation parts and rendering of influence on public opinion
both to the conflict and during a confrontation. To necessity of creation
of information armies the management of armed forces of Russia was
resulted by the analysis of war of 2008 with Georgia.

Originally the term “information warfare” Thomas Rona has ap-
plied in 1976 in the report

”systems weapons and information warfare” which intended for
company Boeing [4]. T.Rona has noticed that by then, the information
infrastructure became a central component of economy of the USA and
simultaneously the idle time, less protected purpose both in military and
in a peace time.

For the present the uniform definition of the term “information
warfare” is not accepted, but intuitively it is considered that information
warfare is purposeful actions on creation of the information superiority,
by means of destruction of the information, information systems of an
opposite side, thus simultaneously there is a process of protection of own
information and information systems.

By information warfare also mean a complex of actions for creation
of information influence on public consciousness to change behaviour of
people, to impose them the purposes which do not enter into their interests.
On the other hand, protection against the same influence is necessary.

As the state information resources often become objects of an at-
tack and protection, the state is compelled to give to an information tech-
nology a great attention. Accordingly, in the theory of information war
the great number of researches is devoted safety of the information, in-
formation systems and processes.

On the other hand, studying of information streams as the informa-
tion stream which to fall upon mass consciousness, in most cases, allows
to manipulate people is essential [5].

The description a mathematical apparatus various a component of
information warfare and its studying already is included into sphere of
interests of many scientists. In this direction it is necessary to note use of
the mathematical theory of an information transfer on communication
channels for construction of model of information influence. Attempts of
estimations of efficiency of concrete information influences are underta-
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ken [6]. By means of the theory of counts and games models of informa-
tion networks and information warfare are made, and for the contradicto-
ry parties the mixed strategy are found [7, 8]. Strategy, basically, are cal-
culated on deducing out of operation information infrastructures or their
protection by means of as physical and program (viruses, Trojans, cyber
attacks) influences.

Our approach

In the present work as our purpose studying of quantity of informa-
tion streams by means of new mathematical models of information warfare
was [9]. We mean an antagonism by information warfare by mass media
(an electronic and printing press, the Internet) two states or two associa-
tions of the states, or the economic structures (consortiums) conducting
under the relation to each other purposeful misinformation, propagation.

In a world information field for ideological, political and economic
targets the purposeful information and the misinformation, which alloca-
tion from the general background in most cases for the unprepared person
very difficult is actively used.

The purposes of information warfare can be:

— Drawing of a loss to image of the opposite country — creation
from it an image of the enemy.

— Discredit of a management of the opposite country.

— Demoralization of staff of armed forces and the peace popu-
lation of other country.

— Public opinion creation, both in the country, and behind its
limits, for the argument and the justification of possible pow-
er actions in the future.

— Counteraction to geopolitical ambitions of an opposite side
etc.

The international organizations react to occurring processes in the
modern world in this or that form and activity. Therefore in the course of
information warfare as the third side we consider association of the inter-
national organizations (the United Nations, OSCE, EU, the WTO etc.)
which effort are directed on intensity removal between the antagonistic
states, the parties and the termination of information warfare.

In the given work we have constructed the general continuous li-
near mathematical model of information warfare between two antagonis-
tic sides, in the presence of the third, peace-making party. The model
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considers an antagonism case as equipotent associations ("yak-bear"),
and is strong different (“wolf-lamb").

We consider that information warfare is conducted against each
other by the first and second sides, and by the third side mean the interna-
tional organizations. In that specific case the models, each side identical
rates wages information warfare and reacts to appeals of the international
organizations. In turn, the third side in regular intervals reacts to intensity
of information attacks of the antagonistic sides. Exact analytical solutions
are found in model of ignoring of an opposite side. By means of the anal-
ysis of solutions character of actions of the sides in information warfare,
depending on that what starting conditions of the sides, and parities be-
tween indexes of aggression, peace-making readiness and peace-making
activity is established.

2. The system of the equations and initial conditions

All three sides involved in process of information warfare extend
information for object in view achievement. At the moment of time

te [O,+oo) quantity of the information extended by each of the sides we
will designate accordingly through N, (t), N,(t), N,(t). The quantity of
information at the moment of time t, is defined as the sum, all provoking
information which are extended by each of the sides all mass media.

The detailed analysis of mathematical models of dynamics of popu-
lations, and also of Lanchester s models of military operations [10], has

led us to the following general continuous linear mathematical model of
information warfare:

%:alNl(t)+a2N2(t)—a3N3(t)
dN,(t) _

- = BN, (1) + B,N, (t) — BN, () (2.1)
dest(t) _ ]/lNl(t)+72N2(t)+73N3(t)
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with initial conditions

N, (0) = Ny, N, (0) =Ny, N;(0)= Ny, (2.2)
where, a,, a3, B,, B3 =20, 7, 20 i=13, a,, B, - constant
factors.

These constant factors are model constants, thus we name «;, 5,
factors of growth of provoking statements according to the first and the
second the sides in the absence of the third side (relative growth rates of
quantity of statements).

These constant factors are model constants, thus we name factors of
growth of provoking statements according to the first and the second the
sides in the absence of the third side (relative growth rates of quantity of
statements).

In the general linear model (2.1) speed of change of quantity of the
information spread by the first and second sides linearly depends on
quantity of information extended by the sides and the international peace-
making organizations.

Speed of change of quantity of pacifying information extended by
the third side linearly grows or is directly proportional to quantity of in-
formation spread by all three sides.

In initial conditions (2.2), N,,,N,,, N, non-negative constants,

thus:
If N,, >0,N,, >0, then both sides are initiators of information

warfare.
If N,, >0, N,, =0, then the first side is the initiator of informa-

tion warfare.
If N, =0, N,, >0, then the second side is the initiator of infor-

mation warfare.
The third side initially does not spread any information (N,, =0)
or does preventive character peace-making statements (N,, >0) and

then starts to react to the provocative information extended by the anta-
gonistic sides.
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3. Model of ignoring of an opposite side.

The antagonistic sides which with identical intensity conduct in-
formation warfare, opposite side spread information, but thus both sides
can ignore should listen equally to appeals of the third — the peace-
making side.

In this case, in the general linear model (2.1) some factors can be
put equal to zero. In particular, «, and S, also are equal to zero. We will
put also that y, =0 or the third side equally reacts only to widespread
provoking information antagonistic sides.

Thus,wewillput o, =, =, a;=6=0, r,=V,=V.

Then the system (2.1) will written as follows (assume the follow-
ing air):

d

aNl(t): oN, (t)- AN, (t)

d

_Nz(t):aNz(t)_ﬂNe(t)

dt (3.1)

The solution of system (3.1) in [0,oo)area will write down as fol-
lows (N,, =0, international organizations "are not awake" and react on-
ly to already launched information warfare):

a) D=a’-88y>0

N N
N, (t)= % (eﬂit _eﬂat) (3.2)
_Ny=Ny 7(N10+N20) At 7(N10+N20) 2ot
) 1
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N ('[) Nw e+ 7(N10+Nzo) ekt _ ﬁ}’(NmeNzo) ot

iD 1D

A =

a++a’ -8By 20 _a—wla —8,6’7/

2 . 2

b) D=a’-88y=0

o

~t
N, (t) = 7(Ny, + N, )te?

Nl('[) _ N10 ; Nzo eat

Ny =Ny ot Ny, +N

()= + S0 €2
2 2

¢) D=a’-88y<0

N, (t)= % e? 5|n[“8ﬂ7;_a2 tJ

N, (t)= e~ Nao ; Nao gy

=

\/_(N1°+N2°) e? sm(“ ﬂyz_az t+€0J
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20

(3.4)

(3.5)

(3.6)

3.7)

(3.8)

(3.9)



"Nm

Nz(t):—Nzo2 e” +

,/Zﬂy(Nl\"/Jr_—gIZO) e%t sin [—“&BJ/ZOCH@J (3.10)

4. The Analysis of the received results.

In model of ignoring of an opposite side (3.1) it is possible to con-
sider « as an indicator (index) of aggression of the antagonistic sides,
f - an indicator of their readiness for the world, to listen to peace-making
appeals of the international organizations, y - an indicator of peace-
making activity of the international organizations. As it will be shown
more low, depending on that is more — an aggression index, or indexes of
readiness for the world and peace-making activity, character and devel-
opment of information war essentially varies.

Let's consider a case when the international organizations have not
accepted preventive a  measure and we investigate development of in-
formation warfare at various valuesD .

4.1. D=a’-88y>0.

In this case, a square of an index of aggression more than eightfold
product of indexes of readiness for the world and peace-making activity
that unequivocally specifies in high aggression of the antagonistic sides
in information warfare.

4.1.1. (N;;= N,). In that case when the international organiza-
tions have not undertaken preventive a measure, and the antagonistic
sides have begun information warfare under equal starting conditions in-
fluence of the international organizations on the first and second side, is
ineffectual — they strengthen information attacks.

Really, from (3.3), (3.4) and with the account N,,=N,, we will re-

ceive:

pht gl

P

N, ()= 2/3%%( ) 40, (@.1)
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et it

P

Nz(t)ZZﬁ’ﬂNm%( )= +00, (4.22)

when t — +o0.
It is enough to show justice (4.1) for N,(t), as owing to (4.2)

N, (t) itis identically equal N,(t).

Really on a semi interval [0, +) function N,(t) positive, increas-

ing and unlimited from above.
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Positivity N, (t) follows from following parities:

N,(0) = Nyg>0 ; Zﬂﬂ\ho%>0,as p. >0,
and

pht gl

A A

>0

Follows from parities: 4,> A4, >0, % > 150, et

2

Positivity of a derivative N, (t) is an indicator of its increase.

Nll(t) _ 267’{5\'10 izjejet (ﬁlz e(ﬂi_lz)t _1J>0’

As in this expression all factors are positive.
N, (t) it is unlimited from above, since

At

N, (t)= 2,[3;N10% 2— ,when t —» 0.
2

As to the international organizations,

Ns(t)=%(e%t—e%t )20,



At t €[0,+%0), N,;(t)— +oo, when t —» 4.
N,(0)=0 and then increases together with t, as its derivative
positive.

N's(t)= M A,e A gl x _q |50
JD A,

N, (t) unlimited from above, as

N, (t)= %e“,attawo.

JD

Thus, in not preventive model of information warfare, at,
D=a’-88y>0 and equal starting a condition ( N,,= N,,) the antago-
nistic sides, they strengthen the activity. Functions - N (t), N, (t),
N, (t) monotonously increase — i.e. information war faredoes not stop,

and all expands.
4.1.2. (N,,> N,,). If at the antagonistic sides different launching

sites and a starting condition of the first side more than the second, func-
tion

N,,—N 7(Ny + Ny )( 1 1
N. (t)= L0 20 gt 4 10 20/ = gkt _ ~ ght | 43
ety Mgl e e

at t € [0,+0) positive, increasing also it is unlimited from above.

The second member of expression (4.3) we already investigated in
IV.I.I and it positive, increasing and is unlimited from above. To it func-

tion with positive factor w >0, a >0, which also is positive is
added exhibitor, increasing and is unlimited from above.

Accordingly and their sum, i.e. N,(t) is positive, increasing and
unlimited from above.

Asto N,(t),itin apoint t=0 is positive N,(0)= N,,>0, and
its derivative, proceeding from system (3.1) and entry conditions (2.2)
positive - Nz/(O):a N,,>0, therefore in a certain vicinity on the right,
N, (t) is positive and increasing.
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N,,—N NG +NG) (1 0 1,
N t —_2 10 eOft + 10 20 7e/vlf ——e ot 4.4

But with increase t increases and N, (t) which reaches the
maximum, and then it starts to decrease monotonously and aspires
to—o0.

Really, an expression sign

( NZO_N10+ }/(N10+N20)e*/»zt_ ,B }/(N10+N20)e*/kt ) (45)

N, (t)=e ) B 2,4D 117\/5

Defines a sign on a factor bracketed

N,, - N (Nyp + Ny ) —
E) =20 "0 4 g (N +Nyo) e g 7\Nao Nag) o -a 46
(t) ) ﬁi@ﬁ e _ D (4.6)

Absolute value of the second and third member (4.6) becomes as
much as small for enough big t, thus, when t — +oothe sign (4.6) is de-

fined by a sign on the first composed w l.e. it will be negative

since %m. Proceeding from it, N, (t) will be monotonously as-

pires to—oo. N, (t) itis continuous, for represents the sum of conti-

nuous functions and as at t=0it is positive, and at big t - it is negative, it
will necessarily cross an absciss, i.e. it has a zero. It will occur in a point

t* which is the decision of a following transcendental equation

Nzo_N10+ 7(N10+N20) it 7(N10+N20) At
e — p 0 —=—"e =0, 47
2 7, P &

e N,(t")=0. At 0<t<t", N,(t) positive also reaches a maxi-

mum in a point t** which is the equation solution N’»(t)=0,
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Nzo_N10+ }/(N10+N20)e,/12t_ 7/(N10+N20)e_m N
“ 2 g /12\/5 / &\/B )

M%t_ 7/(N10+Nzo) At —
e Ay e (4.8)

As to the international organizations, the third side, it strengthens
the activity

N, (t)= 7(Nyg + Ny)

JD

(e”i‘ —e™ ) > oo, (4.9)

when t — +o0.,
Att=0 N,(0) =0, equals to zero, then N, (t) increases. Really

()= TRl et et )0 (410

N, (t) itisunlimited from above, it is valid -

N, (t)= 4 le/%NZO )e*1t — +o0, at t — +oo,

4.1.3. (N,,<N,,). If at the antagonistic sides different launch-

ing sites and starting conditions of the second side more the first, i.e.
N,,< N,,, then the sides change roles and is received symmetric results,

under the relation of the previous point — already second the side streng-
thens information attacks

N,,—N
2~ Mo qat

_ 7(N10+N20) At 7(N10+N20) 2ot
N = - 2 5 40, 411
2 (1) +p L D € B L 0 € + ( )

when t — +oo. As to the first side, it makes active in the beginning
information attacks, leaves on a maximum, further reduces, and then and

at all stops information warfare (in t* leaves on zero)
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- N, +N N, +N
N, (t)= N102N20 e“‘+ﬁ’ 7( T 20) e%t—ﬁy( pt zo)_) o (4.12)

JD o

when t — +oo. t* represents the solution of the transcendental equ-
ation

Nijg — Ny +p (N, + N,_,O)e,lzt B 7('\'10—+’\'m)e4~1t:0 (4.13)
2 2,~/D 4D

The third side strengthens the activity and for it it is fair

N, (t)= —7(N1\0/%N2°) (eth —e™' ) > oo, (4.14)

att — +oo.

Thus, it is necessary to notice that the third side at not the preven-
tive approach (N,,=0), can have partial influence on a course of infor-
mation warfare. In particular, influences one of the sides if the antago-
nistic sides have begun information warfare under unequal starting con-
ditions (N,, # N,,). Thus, the third side influences that antagonistic side
which launching site is “weaker". i.e. it is less. And this side, through
certain time stops information warfare though initially actively joins in it,
leaves on a maximum of actions, however then, reduces information at-
tacks, and in the end and at all them stops.

4.11. D= a’-8py=0.

In this case the aggression index is still high and there are analogies
to a case

D=a’-88y>0. Really.

4.11.1. (N, = N,,).In that case when the international organiza-
tions have not taken preventive measures (N, = 0), and the antagonistic
sides have begun information warfare at equal starting a condition
(N ,,= N ,), influence international the organizations on the first and
second sides without results — the last strengthen information attacks and
starting with

(3.5)-(3.7)

N, (t)—> +o0, N,(t)—> 40 , Ny(t)—> 400 , mput — +oo.
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Let's really copy (3.5) - (3.7) as follows

N, () = %(m +2)e? (4.15)
N o

N, () = 22 (0t +2) e? (4.16)

N, (t) = 2N, te? (4.17)

On a semi interval [0,+o) functions N,(t), N,(t) are positive,
increasing and are unlimited from above, since, are product defined on a
semi interval [0,+o), positive, and unlimited from above functions

%(at +2) and e? . The Same it is possible to tell and about function

N, (t) on aninterval (0, +x).

4.11.2. (N> N,,). If at the antagonistic sides different starting
conditions, and starting conditions of the first side surpass the second, on
a semi interval [0,+o) function N,(t), which has the following
appearance

NZO

N, (t) = Nl% e 2 (ot 42) €2 (4.18)

M+N10+N
4

Positive, increasing also it is unlimited from above since represents
the sum and positive, increasing and unlimited from above functions

Nyo = Ngo e and M(at +2) e%t defined on a semi interval [0,
+00).

As to N, (t), itina point t=0 is positive - N,(0)= N,>0. In
this point its derivative owing to system (3.1), and entry conditions (2.2),
IS positive - N’z(O):a N,,>0. Therefore, on some right vicinity of a
point 0, N, (t) it is positive and increasing.

Nio get 4 Nio ¥ Nao (4 4 9y 2" (4.19)

N. —
N 2 (t) =2 2
105



But already with increaset, N, (t) reaches the maximum value,

and then monotonously decreases and aspires to — .
Really, an expression sign

N,, — N
( 2

NlO

N, (t) = e” 2+

Z Noo (ot +2) e 21 (4.20)

defines a sign on the factor bracketed

F(t) = Ny =Ny + N10';N20 (at +2) e‘Et (4.21)

2

Value of the second member (4.21) becomes as much as small
at bigt, therefore when t — +oo the sign (4.21) defines a sign the on the

first composedw, i.e. will be negative, forw@. Pro-

ceeding from told, N,(t) aspires to —oo monotonously. N, (t)

represents the sum of continuous functions and consequently itself it is
continuous. Therefore, time it

in t=0 is positive, and at big t- is negative, owing to the theorem
of Bolzano-Koshi, N, (t) should will cross an absciss, i.e. it has a zero. It

will occur in some point t,”, which represents the solution of a following
transcendental equation:

N,, — N

: 2 (at+2) e 2 =0 (4.22)

10+

N, +N
4
i.e. N,(t,) =0. At 0 <t<t,” N,(t) itis positive and reaches the
maximum in a pointt,”” , which is the equation solution N,’(t)=0,

5t N+ Ny 5o
2°(at+2)e2+ 10 20 g 2 _

Nzo_Nlo + Nlo+ N
2 4

—Ii@ighbg(at+2)e_2t=0 (4.23)
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As to the international organizations, they strengthen the activity
(see (3.5)).

4.11.3.(N,, = N,) . If at the antagonistic sides different starting

conditions, and starting position of the second side more the first the first
and second sides change roles and is had symmetric results - already the
second side strengthens information attacks.

N, (t) > +o0, (4.24)

att — +o0. And the first side at first makes active information at-
tacks, leaves on a maximum, then reduces, further and at all stops infor-
mation warfare.

4.111. D= a® -8pBy<0.

In this case, a square of an index of aggression less than eightfold
product of indexes of readiness for the world and peace-making activity,
i.e. it is expected that peace-making activity "will pacify" (will block)
aggression.

4.111.1. (N ;= N, ). Really, if the international organizations ha-
ve not taken preventive measures, and the antagonistic sides have begun
information war at equal launching sites, then influence the international
organizations on the first and the second the sides the productive.

Really, functions, N, (t) and N, (t) owing to (3.9), (3.10)

N, ()= /287 2 10 e2 sm(—VSﬂ};_aZtﬂoJ (4.25)

N, (t) = 1/25 10 e2 s.n["ng_“2 t+¢J (4.26)

Leave on zero, when

po2r—g)
7o

where, for ¢ fair

(4.27)
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@ = arctg V=D (4.28)
o

As to the international organizations,

NSU):E%Q%%ejtﬁn[3E¥Z%:£zit] (4.29)

That they leave on zero in t*"'= 27 , after time moment t*, i.e.

J-D
the third side finishes distributions of peace-making appeals after, the
antagonistic sides will finish information warfare.

4.111.2. (N> N,,). If at the antagonistic sides different launching
sites and thus, starting conditions of the first side more than the second
from (3.9), having equated to zero function N, (t), we will find time

when the first side stops information warfare

Njp— Ny 5t (Ny +Ny) o V8ﬂ7—a2 —
— e +.,28y ) sin 5 t+¢|=0, (4.30)

From (4.30) we will receive

| 8By —a? _ J= a
sin ﬂtﬂo = Nio = Ng D e? (4.31)
2 Nip +Nog 2\/2ﬂ7
he solution (4.31) exists only in that case, when

NlO_NZO v-D e%t

N+ Ny 2\/2187

>-1 (4.32)

Or, something, in our case

NlO_NZO v-D e%tg

0<
Ny + Ny 2\/2ﬂ7

108



0<t< 2| NaotNio | 875 . (4.33)
o Ny — Ny V887 —«a

The solution (5.1.3.7) t,” - should satisfy to a condition

0<t’ < 2| Nt N |8 -1, (4.34)
24 Ny — Ny V88y—«a

and

t = Farcsm[s +E \/\/E% tl] & (ﬂ 0)> \%(ﬂ 9) (4.35)

Performance of conditions (4.34) and (4.35) is possible at selection
7, product g y should be enough great number.

As to the second side, at big t - the sign N, (t) in (3.10) coincides
with a sign w i.e. negative, therefore at N, (t) is available zero

Nzo B NlO

e +
2
(N10 + NZO) 2 v ﬂy a —
2.3 sinf ———t+¢ |=0 (4.36)
e 2
The solution of the equation (4.35) - t,”, should satisfy to condi-
tions
0<t < 2| NaotNio | 878 . (4.37)
a (Njyg—Nyu \88y—a
and
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Nip =Ny v2 D 5t j— (pj (4.38)

2 .
t, =———] arcsin
’ V_D( (N10+N20 \/8ﬂ7

Thus, the international organizations stop the peace-making efforts
after end of information warfare by the antagonistic sides.

Ng(t):% e? sin [—Wt] -0 (4.39)

The solution of this equation will be

r=_27 (4.40)

8By —a’

l.e., the third side leaves on zero in a point t*, and is had a bilateral
inequality.

4.111.3. (N;,< N,,). If at the antagonistic sides different starting
conditions, and starting position of the second side more the first, the first
and second sides change roles and is had symmetric results for N,(t)

and N, (t).
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TEMUR CHILACHAVA, NUGZAR KERESELIDZE

CONTINUOUS LINEAR MATHEMATICAL MODEL
OF PREVENTIVE INFORMATION WARFARE

Abstract. Recently the working out of mathematical models of in-
formation warfare has become under which the struggle between the
states by using information arsenal solely, i.e. an information technology
which is based on industrial production, propagation and information im-
posing is mainly meant.

In the given work the new direction in the theory of information
warfare (mathematical modeling of information warfare) is offered. In
particular, “information warfare” means the struggle between the two
states or two associations of the states, or two powerful economic struc-
tures (consortiums) conducting purposeful disinformation, propagation to
each other by means of mass media (an electronic and printing press, the
Internet). The association of the international organizations (the United
Nations, OSCE, EU, the WTO etc.) act as the side the efforts of which
are directed towards the removal of tension between the antagonistic
states, the sides and the cessation of information warfare acts.

There is constructed the general continuous linear mathematical
model of information warfare between two antagonistic sides which con-
siders the case of confrontation as equipotent associations ("yak-bear"),
as well as strong differences - ("wolf - lamb™).

The number of information at present time, made by each of the
sides is taken as an unknown quantity promoting the achievement of pur-
poses, the chosen strategy . In that specific case the model, each side
conducts information warfare and reacts to the appeals of international
organizations at the same pace. In its turn, the third side equally reacts to
the intensity of information attacks of the antagonistic sides.

Exact analytical solutions to a Cauchy s problem for the system of
the linear differential equations of the first order with constant factors are
received.

Parities between the constants of the model and initial conditions
are revealed, at which:
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1. The antagonistic sides, despite increasing appeals of the third
side, intensify information attacks.

2. One of the antagonistic sides, under the influence of the third
side stops information warfare (an exit of the corresponding
solution on zero) while another strengthens it.

3. Both antagonistic sides, after achieving maximum activity,
reduce it under the influence of the third side, and through fi-
nite time, stop information attacks at all (an exit of solutions
on zero).

In the first case, the transformation of information warfare into a
hot phase is expected, in the second — it is less probable, in the third - it is
excluded at all.

The offered model of information warfare, except theoretical inter-
est has as well an important practical meaning. At allows, on the basis of
observation and the analysis, at an early stage of information attacks, to
establish true intentions of each side and the character of the develop-
ment of information warfare.

2000Mathematics Subject Classification: 93A30, 00A71

Key words and phrases: information warfare, antagonistic sides,
continuous linear mathematical model, ignoring of an opposite side, pre-
ventive model, hot phase.

1. Introduction

The theory of the information warfare, which formalization of
which began thirty-forty years ago, now has a wide applied meaning. It is
actively considered by many countries at elaboration of information safe-
ty. The presidential commission for protection of a so-called critical in-
frastructure was created in the USA at first. Then on the basis of the con-
clusion of this commission directive Ne 63 of the president was elabo-
rated which in 1998, became the basis of the governmental policy of
maintenance of information safety [1]. The leading countries have al-
ready begun purposeful preparation of experts in a narrow field of infor-
mation warfare. In the USA, at national university of defence operates
the school of information warfare and strategy. At Californian marine
school courses of lectures on: principles of information operations; psy-
chological operations; information warfare: planning and an estimation;
an estimation of information warfare are delivered to the group of infor-
mation warfare.
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Russia, though with delay, operates in this direction to. The Minis-
try of Defense of Russia has created the information and propaganda cen-
tre which along with tasks will prepare hacker attacks on information re-
sources of the opponent. This decision of the Ministry of Defense of Rus-
sia was the answer to the task of the president of Russia - to prepare the
offers concerning the creation of the centre of preparation of experts
which will be able to conduct information warfare using the newest tech-
nologies [2, 3].

According to some sources tasks of the information and propagan-
da centre will be: intimidation of the opponent, destruction of its informa-
tion communications and preservation of its own, creation of information
and disinformation parts and rendering of influence on public opinion
before the conflict as well as during the confrontation. For the necessity
of creation of information forces the management of armed forces of
Russia cited the analysis of war with Georgia in 2008.

Originally the term “information warfare” was used Thomas Rona
in his report in 1976 “Systems of weapons and information warfare”
which meant for company Boeing [4]. T. Rona noted that by then, the
information infrastructure was becoming the central and at same time
simple component of the economy of the USA, less protected target both
in state and in peaceful time.

The common definition of the term “information warfare” has not
yet been accepted, but intuitively it is considered that information war-
fare is a purposeful action for creation of information superiority, by
means of destruction of information, information systems of an opposite
side, while the protection of its own information and information systems
IS in process.

Information warfare also implies complex of actions for creation of
information influence on public consciousness to change behaviour of
people, to impose purposes on them which are not their interests. On the
other hand, protection against the same influence is necessary.

As the state information resources often become objects of an at-
tack and protection, the state is compelled to pay a great attention to in-
formation technologies. Accordingly, in the theory of information war-
fare the great number of researches is devoted to the safety of informa-
tion, information systems and processes.

On the other hand, studying of information streams is essential, as
the information stream which falls upon mass consciousness, in most
cases, allows manipulating people [ 5].
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The description of various components of information warfare and
its study by a mathematical apparatus is already included into the sphere
of interests of many scientists. In this regard the usage of the mathemati-
cal theory of an information transfer by communication channels for the
construction of the model of information influence should be noted. At-
tempts of estimations of efficiency of specific information influences are
undertaken [ 6 ]. By means of the theory of graphs and games models of
information networks and information warfare are drawn up, as for the
contradictory sides mixed strategies are found [7, 8]. Strategies, basical-
ly, are calculated for extermination of information infrastructures or their
protection by means of physical and as well as program (viruses, trojans,
cyber attacks) influences.

Our approach

In the present work the studying of quantity of information streams
by means of new mathematical models of information warfare was our
purpose [ 9] . By information warfare we mean an antagonism by means
of mass media (an electronic and printing press, the Internet) between the
two states or the two associations of states, or the economic structures
(consortiums) conducting purposeful misinformation, propagation against
each other.

In a world information field for ideological, political and economic
targets the purposeful information and the misinformation is actively
used, from which in most cases the separation of the general background
for the unprepared person is very difficult.

The aims of information warfare can be:

— Infliction of losses to the image of the antagonist country —
creating the image of the enemy.

— Discredit of the management of the antagonist country.

— Demoralization of the personnel of the armed forces and the
civilians of the antagonist country.

—  Creation of public opinion, inside and outside of the country,
for justification of argumentation of possible military opera-
tions.

— Opposition to the geopolitical ambitions of the antagonist
country etc.

International organizations react to occurring processes in the mod-
ern world in this or that form and activity. Therefore as the third side in
the course of information warfare we consider association of internation-
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al organizations (the United Nations, OSCE, EU, the WTO etc.) efforts
of which are directed on remonal of tension between the rival states, the
sides and the cessation of information warfare.

In the given work we have constructed the general continuous li-
near mathematical model of information warfare between two antagonis-
tic sides, in the presence of the third, peace-making side. The model con-
siders the case of confrontation between the unions of equal ("yak-bear")
as well as strong different ("wolf-lamb") strength.

We consider that information warfare is conducted against each
other by the first and second sides, and by the third side we mean the in-
ternational organizations. In that specific case the model, each side con-
ducts information warfare and reacts to the appeals of the international
organizations equally. The third side, in its turn reacts equally to the in-
tensity of information attacks of the antagonistic sides. Exact analytical
solutions are found in the model of ignoring of an opposite side. By
means of the analysis of solutions the character of actions of the sides in
information warfare is establish, depending on starting conditions of the
sides, and parities between indexes of aggression, peace-making readi-
ness and peace-making activity.

2. The system of the equations and initial conditions

All the three sides involved in the process of information warfare
spread information for the achievement of the set goal. At the moment of

time te [O,+oo) quantity of the information spread by each of the sides
we will accordingly designate by N, (t), N,(t), N,(t). The quantity of
information at the moment of time t, is defined as the sum of all provok-
ing information which is spread by each of the sides through every kind
of mass media.

The detailed analysis of mathematical models of dynamics of popu-
lation as well as Lanchester s models of military operations [10 - 12], has
led us to the following general continuous linear mathematical model of
information warfare:
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%=a1Nl(t)+a2N2(t)—a3N3(t)
dN, (1) _ _

it = BN, (t) + B,N, (1) — BN, () (2.1)
deBt(t) =7, N () + 7, N, (1) + 73N, (t)

with initial conditions

N, (0) = Ny, N;(0) =Ny, N;(0)= Ny, (2.2)

where, a,,a;, 35, Bs. 71,7, >0, 7,20, a,, B, - constant factors.

These constant factors are constants of model, thus we name
a,, p, factors of growth of provoking statements by the first and second
sides according in the absence of the third side (relative growth rates of
quantity of statements).

In the general linear model (2.1) speed of quantity change of the in-
formation spread by the first and second sides linearly depends on quanti-
ty of information spread by the sides and the international peace-making
organizations.

The speed of quantity change of pacifying information spread by
the third side linearly grows or is directly proportional to the quantity of
information spread by all three sides.

In initial conditions (2.2), N,,,N,,, N, non-negative constants,

thus:
If N,, >0,N,, >0, then both sides are initiators of information

warfare.
If N, >0, N,, =0, then the first side is the initiator of informa-

tion warfare.
If N,, =0, N,, >0, then the second side is the initiator of infor-

mation warfare.
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The third side initially does not spread any information (N,, =0)

or does preventive peace-making statements (N,, > 0) and then starts to
reacting to the provocative information spread by the antagonistic sides.

3. The model of ignoring of an opposite side

The antagonistic sides which wage information warfare with the
same intensity may ignore information spread by the opposite side, but
meanwhile both sides should equally listen to the appeals of the third —
the peace-making side.

In this case, in the general linear model (2.1) some factors can be
considered as equal to zero. In particular, «, and g, are equal to zero.
Let’s consider that y, =0 or the third side equally reacts only to provok-
ing information spread by antagonistic sides.

Thus, let’s consider o, = 8, =, oy =L, =0, 7, =), =V.
Then the system (2.1) will be the following :

%Nl(t): aN, (t)—- AN, (t)
%Nz(t):aNz(t)—ﬂNs(t) (3.1)
d

aNs(t): 7’Nl(t)+7’N2(t)

The solution of the system (3.1) with initial conditions (2.2) in
[0,0)area will be written down as follows:

1. D=a’-8py>0
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7(N10+N20)_/12N30 et _ 7(N10+N20)_11N30 Aot

N, (1)= N ~ e (3.2)

_Nlo_Nzo (N10+N20) ANsn /111 (N10+N20) lle ot

+p 7(N10+N20)_/12N30 ot _ B 7(N10+N20)_/{IN30 ot (3.4)

N.,—N
N (== e 20 Wb
2

a+qa2—8ﬁy>0 l%::a—ﬁa2—8ﬁ7>o

/11: 2 ) 2

2. D=a’-88y=0

Ns(t) |:N30+(7i\|10+7{\|20 >y o)t} B (3-5)

=N M e [Nt Py S o o)
Nz(t)= N20;N10 eat_l_

o Mo Mo 2B g - o 37)
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N, (t)=
2 / 42
N302 (27/(N10+N20 )ZaN30 ) e2t Sln 8ﬂ7/—at 0 y (3 8)
80y —a 2
_ 2
0=arctgy N3°W

27(N10 + Nzo)_aNso .

N, ()= N gty [ (Nio/_ e? s.n[vgﬂyzazth (3.9)

- o (88y—a?
Nz(t):—Nz"zNlO e” + 2ﬂ7—(N10/—j§20)e2t sm{—ﬂz ¢ t+(pJ (3.10)

4. The analysis of the obtaining results.

In model of ignoring of an opposite side (3.1) « can be considered
as an indicator of aggression of the antagonistic sides, - an indicator of
their readiness for peace, listening to peace-making appeals of interna-
tional organizations, y - an indicator of peace-making activity of the in-
ternational organizations. As it will further be shown, depending on
which is more — an aggression index, or indexes of readiness for peace
and peace-making activity, character and development of information
warfare essentially varies.

Influence on a course of information warfare from international or-
ganizations is more effective, even at a big index of aggression from the
antagonistic sides if their action has a preventive character (N,,>0).

Let’s study a course of information warfare for various D.
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IV.I. D=a’ -88y>0.

Let's consider different cases of starting position of the antagonistic
sides.

IV.I.L1.(N,, = N,,). In case when international organizations have

taken preventive measures, and the antagonistic sides have begun infor-
mation warfare under equal starting conditions, the influence of interna-
tional organizations on the first and second side is expressed equally as -

N, (t) = N, (t).
From (3.2) - (3.4) we will obtain:

N, (t) = % e _ % e (4.11)

27N10_12N30 eﬂit ﬂ 27’N10 /11N30 eizt (4_1.2)

N, (t) =23 27D /11\/—
Nz(t):ﬁ—zmi{’:/_/ézl\l“ y 2“\'2\/11'\'30 % (4.13)

Functions N, (t), N,(t) in a point t=0 are equal and positive
N,,>0, and at big t become negative, if

Ny > 271\]10 (4.1.4)

2

Indeed, according to (4.1.2),

N, (t)=—2- e (2;4\1 10~ ol *2)‘——2}4\]10_21'\]30} (4.1.5)

- Py P
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The sign N, (t) at big t defines the factor 2M1 = ANgy e
2

foree ") it is negative when 2)N,, — ,N,,< 0 i.e. itis fair (4.1.4). In
this case, the continuous function of N, (t) changes the sign on a semi-

interval [0,+ ), i.e. in some point t* of this semi-interval is has zero. t*

is from the equation which it is obtained, having equated (4.1.5) to zero
and has the following appearance:

P |n[_27N1°”1N3°.ﬁJ (4.1.6)

\/B _27'{\]10+2’2N30 ﬂ'l
(4.1.6) it makes sense, since when it is fair (4.1.4), thus

— 2Ny + 4Ny, £>1
— 2Ny +4,Ny A4

(4.1.7)

(4.1.8)
\/B _27{\|10 +/12N30 12

t*: 1 |n _27Nlo+ﬂ'1N30 _In(ﬁJ:|

Analogical research we will establish that under condition of

(4.1.4), the third side finishes actions (N, (t) comes to zero), however a
bit later

* ko 1 _27N10+2’1N30
7" = In
JD = 2Ny + A, Ny

(4.1.9)

Thus, if international organizations match a measure preven-
tive N,,, for the accomplishment of the condition (4.1.4) all the three
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functions N, (t), N,(t), N,(t) come to zero — i.e. information warfare

comes to an end. If the condition (4.1.4) is not carried out, information
warfare proceeds, and moreover, amplifies, as from (4.1.1) - (4.1.3) fol-
lows:

N,(t) = +o0, N, (t)—> 400, N;(t)—> +oo, when t — +oo.
IV.1.2. (N,,> N,,). If the antagonistic sides have different starting

position and at the same time starting conditions of the first side are more
than of the second one, the function N,(t) comes to zero. Really, let’s

rewrite (3.2) as follows

kit

N, (t):ﬁ[(y(Nlo + Nzo)_/?Lzl\lso)eur/mt _(7/(N10 + Nzo)_ﬂqNao)] (4.1.10)

It is clear that at big t, the sign N,(t) defines factor before

(=25 )t

e ,in particular N, (t) is negative, if (N, +N,,)—1,N;, <0 i.e.
N > —7('\'10; Nao) (4.1.11)
2

For N,,, obeying (4.1.11) N,(t) changes the sign at a semi-
interval [0, +o0) from positive N,(0) =N,, >0 to negative. Thus, con-

tinuous function of N,(t) has zero in some point t** of this semi-
interval which is the solution of the equation N,(t) =0

(7(N10 + Nzo)_ﬂaNso) e(ﬂrmt :7(N10 + Nzo)_ﬂiNso (4-1-12)

From (4.1.12) we have
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t** — 1 In(_y(Nlo + N20)+21N30J (4113)
_7(N10 + N20)+ A,Ng

Let's notice that the expression under the logarithm is more than
unit when, N, obeys the condition (4.2.1.11) since A, > 4,

_7(N10 + N20)+Z1N30 1
_7/(N10 + N20)+2'2N30

Thus, N, (t) equals zero at point t,” of the semi-interval [0, + ).

Really, continuous function N, (t) (3.4) changes the sign at semi-
interval [0, +o): N,(0)=N,, >0, and for accordingly big t it is neg-
ative

N, (t):e“‘(NZD£N10+ﬁ7(N1°+/IN:/%_A7N3° et _ ﬁ}’(Nwai\‘j%'ﬂlNao e, (4.1.14)

as, in this case, the sign N,(t) defines the first composed

Nao =Ny of the second factor of expression (4.1.14), which is negative,

and the other members of this factor become any smaller in absolute val-

ue, for accordingly big t. Thus, t,” is the solution of the transcendental
equation

N, — Ny +’B7(N10 + Nzo)_/lsto e At _
2,/D

2
57Ny 2\1203— ANg o2t (4.1.15)
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If NSO>%, i.e. the derivative N, (t) is negative at the initial
p

moment, then owing to (3.1), the second side at first reduces information
attacks and then function N, (t) comes to zero.

aN,,

If N, < the second side at first increases information at-

tacks, reaches its maximum, and then starts reducing information attacks
and laer stops information warfare at all (function N, (t) to go out on
zero).

In case of NSO:%, the second side with conducts information

attacks with constant intensity and then stops them.
As for the first side N, (t), for enough big t, it is positive and as-

pires to +c, whent — +oo. Really, behavior of N,(t), when t — +oo is
defined by function e and the sign of quantity w which in this

case is positive. It becomes obvious at the following record of N, (t)

N (D)=e (Tt

7(N10+ Nzo)_ﬁzNao — gt 7(N10+ Nzo)_ﬂleo ~ iyt
+ e — e
N D )

(4.1.16)

The first composed w of the second factor (4.1.16) —is

positive, and the other members of this factor become any smaller in ab-
solute value for enough big t. But if we match N,,, N,(t) will accor-

dingly cross an abscissa. Really, we will present N,(t) in the form of
product of two functions

N, (t)=e™" F(t), (4.1.17)
where F(t) is set by the formula
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F(t): Ny =Ny pht _

p 7 o L
2 T [ ()™ =0 ()] (4.2.18)

If the function F(t) crosses an abscissa and N, (t) will also cross it
at the same point,
i.e. function F(t) has zero, and owing to (4.1.17) there will be ze-

ros of the function N, (t) at the same points. So, we can investigate F(t)
and then use these results for N, (t).

N, (0)= F(O): N,,>0.

Let's enter designations:

A=N,, - ll (Ny, N,0)>0 (4.1.19)

2

B=N; - %( Nyt Ny )>0 (4.1.20)

Let's notice that B > A, then with the account of (4.1.18), (4.1.19),
(4.1.20), F(t) will be copied in the following way:

F(t):w ekt — %[Aem - B] (4.1.21)

Let's find stationary points F(t) from the equation F'(t)=0

F/t)=No—Nao - Nao 7 0%~ pAae™=0 (4.1.22)

Let's divide (4.1.22) intoe”™, we will obtain
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-N
10 20 e - B A=0 ’

whence

etz 2PA (4.1.23)

(NlO - NZO)ﬂ'.L

The equation (4.1.23) at t>0 has the solution when the right side is
more than unit, and it will occur when

ZIB(Nao - %(Nlo"' Nzo))>( NlO - Nzo)ﬂi’

2

7(Nyg +Nyo) | Nyp =Ny 4= N, (4.1.24)

N,,>
30 1, 28

At (4.1.24), the solution (4.1.23) will be written in the following
way

=L 2

e 4.1.25
22 (Nlo - Nzo)/ll ( )

Now let’s investigate F'(t) in the neighborhood of the pointt, . We
will present F'(t) in the following way

F (t) vor Nig zo /11( %j (4.1.26)

2 A
%(Nlo - Nzo) .
this last expression sign-variable in the neighborhood of t,: to the left of
t, it is negative, and to the right of t, - positive, in t, - it is equal to zero,
i.e. t, is a point of local minimum.
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Lemma 1. There are such values of N,,, for which function
F(t) in a point t, of minimum is not positive: F(t,) <0.

The proof. Let’s introduce the designation

K 25 .
NlO - Nzo ﬂ‘l

Then at big N, - from (4.1.21) we can obtain

F(to):w (KA) 72 — % [A(KA)' % —B]<0 (4.1.27)

Really, when N, >>M, from (4.1.19), (4.1.20) we will

2
obtain

A= N,,, B Ny,.

Owing to (4.1.21) F(t,) looks like:
N,,—N Z Z VD
Fll) =0 (K)7% (N ) = N [(K) 7%

£
(Nao)\/ﬁ'12 - 1]:
F(ty)= (Ny) 7 (K)'%% [£_£+£K‘f( Ny )% ]
0]~ 30/)7 ? 2 /‘i1 \/B \/B 30 I P
B V% A A, +i ,f -
Ft)=(Noo) 7 (K) 72 B S5t ke 10
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As in the right part of the last parity all factors, except the last are
positive, and last — negative for big N,,. W.D.P.

Thus (4.1.27) it is fair, when N, > N, thus there is equality

F(to, Ny = N;‘;‘):O. We will also notice that N;; > N,, .

As F(t) In a point t, is not positive owing to lemma 1 it means that
it is either equal to zero in this point , or is negative. On the other hand it
means that N, (t) equals to zero either at a point t,, or at some point
tl (tl <t )-

Thus, the first side, as well as the second and the third ones, finish
information warfare.

IV.1.3. (N,, < N,,) .If at the antagonistic sides have different start-
ing conditions, and the starting position of the second one are more, the
first and the second sides change roles and we get symmetric results for
N,(t) and N,(t). In this case the analogue N,, will be designated

Hokok

through N, .

IV.Il. D= a”-8By=0.

In this case the aggression index is still high.

IV.ILL.1. (N, =N,). In case when international organizations
have taken preventive measures, and the antagonistic sides have begun
information warfare under equal starting conditions influence of interna-
tional organizations on the first and the second sides is the same and tak-
ing into account (3.5) - (3.7) involvement of each side into information
warfare will be described as following:

%y
2

N, (t)=N, (t)=[ N10+(% Ny, — B Ny )t]e (4.2.1)

a 2t
N3 (1)=[ Ny +(27 Ny — E Ny )t]e? (4.2.2)

All the three functions (4.2.1), (4.2.2) come to zero if the factor be-
fore t is negative, which is reached at (4.2.1), when
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Nao>i N1, (4.2.3)

2p
and at (4.2.2), when

4
Ny, >;7 N, (4.2.4)

Let's notice that the right sides (4.2.3) and (4.2.4) - are equal when
D= 0. Functions N,(t) and N, (t) come to zero at some pointt”, where

t'= Nloa = N“’a , (4.2.5)
ﬂNso_ENlo ﬂ(NSO_ﬁNlO)
and N, (t) comes to zeroin t** where
tr= Mo o N (4.2.6)
o (04 (94
ENso_Zﬂ’Nm E(Nso_ﬁNlo)

It is obvious that in case of (4.2.3) or (4.2.4) t** >t". Thus, when
D=0, Njy=N, u N30>4—7 N,,, all the three sides finish informa-
(04

tion warfare.
Thus, if the bilateral inequality is carried out

(04 (04
ENlo > N30>£N10 ' (4-2-7)

then the antagonistic sides make their attacks active at first, but
then, after definite time, under the pressure of international organizations,
reduce, and then and stop information warfare at all.

If the inequality (4.2.7) is not carried out in the left part, i.e. there is

o
N30>EN10’
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then, the antagonistic sides under the pressure of international or-
ganizations reduce information influence from the very beginning and
cease information warfare once and for all. If the inequality (4.2.7) is not
carried out in the right part, i.e.

(94
0< N30 <5N10,

then according to (4.2.1), (4.2.2), information warfare develops

N, (t) = +oo, N,(t) > +oo, N,(t) >+, when t — 4.

IV.11.2. (N;,>N,,).If at the antagonistic sides have different start-

ing position and at the same time the starting conditions of the first side
are more than of the second one, under certain conditions all the three
required functions come to zero.

For N,(t) coming to zero is reached proceeding from (3.5) when

the factor before t will be negative, i.e. in case of

N> @ (Nio + Noo) (4.2.8)
48 ’
thus N, (t) comes to zero at a point t**
= Nao (4.2.9)
‘ENm_70%w+Nm)

As for the function N, (t) it becomes any bigger for bigt . With the
account of N,,>N,,, it is well visible from the following record of N, (t)

Ny, —N Ny +Ny 2 a -%
N0 = Mo BB S, S e+ et @2.0)
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Let's write down the equation N,(t) =0, taking into account

(4.2.10) and division into e? , then

a

(NlO - Nzo) e :_(Nlo + N20)+[2ﬁN30 _E(NIO + Nzo)jt (4.2.11)

Let's enter a designation

%
F(t) = (Nlo - Nzo) e’ +( N 10+ N 20) '[zﬂNm _%(Nw + Nzo)jt (4-2-12)
as

N, (t) :% e? F(t) |

therefore zero F(t) will be the zero of N,(t), and there is also

equality

F(0)=2N,,>0.

Let’s find stationary points F(t):

a

F/(t):% (Nlo - Nzo) eEt '(ZﬁNso _%(NIO + Nzo))v (4-2-13)

whence we will obtain that

"(0)=— _
F(0)=-24{ Mo 50| 0

when

Nay>— Ny, (4.2.14)

2p

At performance (4.2.14), the decrease F(t) begins from zero. The
decrease interval F(t) is calculated from the following inequality
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F/(t)<0
a, Z{ZﬂNao _%(Nlo + Nzo)}
<

1< e? 4.2.15
a(NlO - Nzo) ( )

Thus, when it is fairly (4.2.14) has the following inequality

Z[ZﬂNw _%(Nm + Nzo )}

a(Nlo - Nzo)

>1

In case of (4.2.14), F(t) decreases at an interval (O,t*), thus t* is
the solution

the equation F'(t)=0, i.e. t" is a point of a local minimum F(t)
and looks like:

Z(ZﬂNso _%(Nm + Nzo)j

“(Nlo - Nzo)

t =2 (4.2.16)
(04

Let's define conditions for N,,, at which F(t) becomes nega-

tiveat t* .

2[2ﬂN30 _%(Nw + Nzo))
a(NlO - Nzo)

F(t*):wN—w_[wNSO_(Nw"'Nzo)) In <0 (4217)

o o

Lemma 2. The inequality (4.2.17) is just, when N4, > N,
N2 (N, + N, )=Nj, n" =45911.

ap
The proof.
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The solution to inequality (4.2.17) concerning N,,, we will search
as follows

(04
nE(Nlo + Nzo): N,
and match such n that F(t*)g 0. Then

. N-1fN,, +N
F(t )=n(N10+NZO)—(N10+N20)(n—1)In(,\‘)(1°N2°)= (Ny+N,)

10" "V

[n—(n -1)InW]s(NlU+NZO)[n—(n— 1)h(n-11<0 (4.2.18)

10~ Vo

The inequality (4.2.18) for n>1 is just, if
n—(n-1)In(n-1)<0
Let's designate

G(n) =n—(n-1)In(n-1).
Then

G(n) »1+,mpu n -1+ ;
G'(n)<0, npu n>2;
G'(n)>0, korma 1<n<2;

G’(n) =0, xorma n=2,
i.e. n=2 is the point of a local maximum for function G(n).
It’s clear that there is such point as n*, for which

G(n") =0,
as G(4)>0, G()<0, that 4<n" <5, more precisely
n* =45911.
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Thus, when, N, > n*%(N10 +N,,) ie n>n*, G(n)<0 and
F(t')<o.
The lemma is proved.

It is obvious that as there is (4.2.17), the function N,(t) has zero.
As for N, (t), itis for any N,, and big t aspires to— oo, and consequent-

ly its zerot™, is the solution of the following transcendental equation

Nz(t)z N20;N10 et +
N..+N 2 o 2y
M‘*‘_/B(J’Nm‘*‘7’Nzo__Nao)t e? =0.

2 a 2

IV.I1.3. (N, <N,,). If at the antagonistic sides have different start-

ing conditions and the starting position of the second side is more, the
first and the second sides change roles and there are symmetric results for

N,(t) and N, (t). N3, will be the analogue for N.
IV.I1l. D=a? -88y<0.
IV.I1.1. (N,,=N,,). In case when the antagonistic sides have be-

gun information warfare under equal starting conditions the influence of
international organizations on the first and second sides is productive. In

this case, taking into account (3.8) - (3.10), functions N,(t), N,(t),
N, (t) , will become

_ 2 a 88y —a?
N, (t)= N302+(47N1° “N;O) ez sin| YPT 2% ol (a3
8fy—«a 2

N3, V887 — a’
4

¢,=arctg :
' 10~ Ny,
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T e? si
7‘@

Nl('I)zNz(t):\/g\/N302Jr(ll}'i\ll<)_0d\l30)2 3 [\/857’27‘0‘2

t+91+¢], (4.3.2)

8 2
@ =arctg M
a

According to (4.3.2), functions N,(t) and N, (t) come to zero at
point t*

* 2(77_(0_91)
t = —————, 4.3.3
— (4.3.3)
and N,(t) in t*" , which is more than t"

2(7r - 491)
—ﬁ (4.3.4)

t** -

and information warfare stops.

IV.I11.2. (N,,>N,,). If at the antagonistic sides have different
starting positions and thus, the starting conditions of the first side are
more than of the second one the function N, (t) comes to zero at point
t,” according to (3.8)

and N, (t)—>—oo, at t — +oo, therefore the function N, (t) has
zero at point t,” , which is from the equation
Nz(tf) :01
where - N, (t) , looks like (3.10).
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As for N,(t), N,(t)—> 4w, at t —> 4o , but at selection N,,, the

function N,(t) can come to zero.
Indeed, the parity

N, (t) =0

owing to (3.9), gives the following equation

1887 - a2 N 2 - 2
sin[ 8/372 ‘ t+9+¢J[N2°2N10e2J/\/? \/N302+(27/(N1°+N2°) N (435)
y

8ﬁ;f—a2

According to (4.3.5), the condition of existence of zero for N, (t),
leads to the following inequality

0< (Nlo_Nzo )e7 _ SZ,
ﬁ N 2 +(27(N10+N20)_O‘N30 )
27\ ¥ 88y —a’

2. B N§O+(27(N10+N20)ZQN30)2
8Py —«a
NlO_NZO

2. B N320+(27(N10+N20);05N30)2
80y —a
a Nyp — Ny

(4.3.6)
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The solution (4.3.5) concerning t, which satisfies (4.3.6), always
exists for big N,,.

Thus the function N, (t) has a zero, hence the first side finishes in-
formation warfare too.

IV.IHL3.(N,,< N,). If at the antagonistic sides have different
starting conditions and the starting position of the second side is more the
first and second sides change roles and there are symmetric results for
N,(t)and N,(t).

Thus, the analysis of the received results shows that func-
tions N, (t), N,(t) and N,(t) come to zero at selection of corresponding

N,, and y (with the help of prevention and increase in peace-making

activity). If there are no preventive activities from the international or-
ganizations, then coming to zero of all the three required functions is
possible only in case, when D <0 (aggression of the antagonistic sides is
weaker than peace-making activity). Thus, in the last case, coming to ze-
ro is provided with increase of j (peace-making activity), even in case
when information warfare begins under different starting conditions.
International organizations capable of extinguishing information
warfare, i.e. functions N,(t) and N,(t), do not come to zero, when

D >0 (high aggression of the antagonistic sides) and there are no pre-
ventive actions from their side.
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ON TWO-LAYER FACTORIZED DIFFERENCE SCHEMES
FOR SYSTEM OF DIFFERENTIAL EQUATIONS
WITH PARTIAL DERIVATIVES
OF PARABOLIC TYPE

Abstract. The mixed problem with first sort boundary conditions
for systems of equations of parabolic type is considered

a—U:Lu+f,
ot

where L - strong elliptic operator with variable coefficients, con-
taining the mixed derivatives, u= (u O @ ,...,u(”))

f=(f® £@ £} n_dimensional vectors. The two-layer factorized

scheme is constructed. The received algorithms can be effectively real-
ized for multiprocessing computing systems. For solution of difference
o @

scheme the aprioristic estimation on layer in norm of mesh space W, is
received, on which basis convergence of solution of difference scheme to
the solution of an initial problem is proved.

2000Mathematics Subject Classification: 65M12, 65M15,
65M55.

Key words and phrases: difference scheme, two-layer factorized
scheme, parabolis type.

1. Introduction

As it is known, at the mathematical formulation of many scientific
and technical problems there are arising the differential equations with
partial derivatives of parabolic type [1,2]. Construction and investigation
of the difference schemes for linear system of equations of parabolic type
with the mixed derivatives is a subject of the present article.

The solution of such problems is one of challenges in numerical
mathematics and demands, as a rule, a lot of computing resources. One of
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the ways of reduction the time of the solution of such problems is to use
the parallel computations on multiprocessing computing systems.

Usage of parallel computing systems demands construction of algo-
rithms in the form accessible to parallel processing of the data. In compu-
tational mathematics enough considerable quantity of such methods is
developed. One of such methods is the method of decomposition of chal-
lenging tasks on more simple tasks moving implementations on parallel
processors.

At construction of the difference schemes with given properties the
method of the regularization offered by A.A.Samarskim [3,4], possesses
the big efficiency. In the present paper this method is used for construc-
tion of the difference schemes, which can be easily implemented on pa-
rallel computing systems.

According to the regularization method:

e At first, the initial difference scheme, meeting requirements of
approximation of the given order is constructed.

o the regularizator, that is operator, providing absolute stability
of the difference scheme, is selected.

e By means of the factorization method of the operator on the
upper layer passage to the economic stable difference scheme
IS made.

Thus, the basic attention is given to following problems:

1. Reception economic difference scheme at minimal require-
ments on the spatial operator. It is required only that the spatial
operator will be strong elliptic.

2. Absolute stability at any 7 < o (7 - a step on time) and h,, < o
(h, - astep inadirectionon X, , «=1,2,...,p).

3. Application of one-dimensional double-sweep algorithm for
solution of received difference equations. These algorithms can
be used for parallel computing systems.

4. The convergence proof of difference schemes at smaller
smoothness of the solution of initial system of the differential
equations that is reached by refusal of an estimation of local
approximation.

To the problem of construction of difference splitting schemes the
extensive literature is devoted. We will note some monograph [3,5,6]. It is
possible to find the extensive list of works in this direction in these mono-
graphs. Let's note also some works on parallel algorithms of the solution of
parabolic equations [8-12]. It is natural, that this list is incomplete.
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2. The statement of the problem

1° Let, D, :{x:(xl,xz,...,xp), O<x, <l,, a=12,..., p} is
open p—dimensional parallelepiped in p—dimensional Euclid space E,. I -
surface of parallelepiped D, and 5p =D, uT" --is the Dy area’s clo-
sure.

Gr =D, x(0,T] -- cylinder in (p +1)-dimensional Euclid space
with basis Ep. Gy = 5p x [0, T] -- is the closure of the area G, and (x, t) —

any point in G; . C“‘(@T) is the set of continuous in Gy functions,
which have in G; continuous derivatives to an order ¢ (inclusive) on x
and to an order k (inclusive) on t.

In cylinder G; we considered the following problem for system of
equations of parabolic type with mixed derivatives:

Let’s find continuous in Gy solution of system of the equations

a® 02 o (i adu®) _
ot =2 2 _(Ka,ﬁ(x't)d +f'(xt), i=12,...,n, (1.1

i1 a1 X Xg

satisfying to boundary conditions

u®(x',t)=g®(x',t), when x'er'x[0,T], i=12,...,n, (1.2)
and to initial conditions

u(i)(x,O):ug)(x), when xeD,, i=12,...,n. (1.3)

Let's assume that following conditions are satisfied:
| Coefficients K[);(x,t) are Lipschitz-continuous with respect to t.
Let's assume also that matrixes from coefficients of the spatial operator

Kaﬁz(KfZ"jﬁ):j:l (a,8=12,...,p) are symmetric and that the problem

(1.1)-(1.3) has the unique solution u=u(x,t), continuous in G; and diffe-
rentiated necessary number of times.
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I1. Spatial operator of system of equations (1.1) is strong-elliptic, so
that for any t <[0,T] the following inequality is true

W SEf <Y Sk e <, ¥ 2EF, (1.4)

a=li= a,fB ] a=1i=1

where {5' } -- any real numbers, v; and v, -- positive constants.

3. The two layer difference scheme for problem (1.1)-(1.3)

1°.In cylinder G; let’s introduce the difference mesh. Construc-
tion of spatial-time mesh in G; is carried out by means of one-
dimensional meshes on intervals [0,7,] «=12,...,p and [0,T]:

@, =) =ih,, i, =01..,N,, Noh, = }a=12..p.

o, =) =i h,, i, =1..,N, -1 N, =¢, }a=12...p.

The difference mesh in parallelepiped 5p is constructing in fol-
lowing way:

a!

@:ﬁ@:&%ﬂw%mkﬂ,gﬂng N,h, =0, 1.
a=1

p
o, =[] @, --setofinternal points of difference grid in Dy.
=1

Denote by 7, = @, \ @, ={x €T} the set of knots, belonging to the

boundary T, which are named the boundary knots. On interval [0, T] let’s
introduce the difference mesh

@, =1t;=jr, j=0L...k, kr=T}
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Let Q, . = @, x @, be the partial-time mesh of internal knots of cy-
linder G; and (x, tj) is any knot of Q.. I}, =7, x®, be the set of
knots of difference grid on lateral surface of the cylinder G; and (x’, tj)
is knot, belonging to I',,. Then

Qp, =, Uy =y X0,

is the partial-time mesh inG; .

2°. We will deal with functions of discrete argument, defined in
knots of difference mesh and named mesh functions.
We will consider the set of net vector-functions

y = (y(l), y@, y(”)), defined on Q,.. For them the symbol yU)
means value of a mesh vector-function in knots (x, t; )
We will use designations:

Let's enter the difference relations:

y7 _ y_ y(_laf) y _ y(+10!) — y
Xo ha ! X ha !
(7105) (+1a)
y —2y+y 0
(yia )x/j = Y% = h2 =NaY

p
0 0 0 0
_Aay:Aay1 A" = z:Aa :
=1

For the mesh vector-functions defined on Q. , besides the speci-
fied designations, we will use still the following:

g=yltia) y=ybt;) y=vlxtiy),

-y J — J—2y+ ¥ Y
y y’ yt:y y' Yﬁ=y g y' yo:y y.
T T T t 27

Yi =
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3°. Set of the mesh functions, defined on the mesh @, we will de-
signate by H, and its subset consisting of mesh functions, becoming zero

on y, - through H .

On set H we will enter the scalar product

(%V)=é(y‘,vi),
Where :

(V)= 3 yivoH, H Hh

Xew
It is obviou[;, that this scalar product induces the norm
¥l = (v.)
Denote by w;* =w, Uy, Where y, -- set of knots of border y,,
at which x, =1,. 7as(a# B) - set of knots of border y,, at which
Xy =1y, Xg =15 and etc. Similarly, we will designate through 7, -- set

of knots of border y,, at which x, =0 and etc.

Let's enter the designation w, =, Uy, ,. Scalar product also is
required to us:

(y,v], =Z(yi,vil (yi,vi]z >y (v (x)H.

i=1 +
Xewp

- (@)
Let's enter the mesh space of Sobolev W (a)p) consisting the

functions of set H . The norm in this space is set by means of following
equality

§=@@@FL

2
0’ Huia

p
Jull =l o = X [us,
W2 a=1
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o @
Let's notice that W, -- is full Hilbert space concerning this norm.

4°, Let A -- the linear self-conjugate operator and A>0, operating in

Hilbert space H . We will define new scalar product
(v.v)a =(Ay.v).

Owing to such definition H turns in new Hilbert space, which we
will denote through Ha. Energetic space Ha consists of the same ele-

ments, as the space H . Norm in Ha we will denote by the symbol |- |, :
2
lul, = (Au,u).
5°. For problem (1.1)-(1.4) let’s consider two-layer difference
scheme, which order of approximation in a class C“(@T) of solutions

(1.1) is a value of the order O(r +|h|2):

(E+R)y, + Ay = f(x,t), (x,t)eQ,, (2.1)
where yz(y(l),y(z),...,y(”)) f=(f(1),f(2),...,f(“)) - n-
dimensional vectors, and operator A is defined by equality
Ay =25k sty )+ (Kp )y, ) 22
Y——Eg ap KUYz, . TR XYy, %, | (2.2)

R — operator-regularizator, which choice provides absolute stability
of difference scheme (2.1).
The vector function y(x,t) satisfies the following boundary and ini-

tial conditions:

y(x,t)=g(x,t), if x'elph,, y(x0)=ugy(x). (2.3)
In work [4] is proved the fairness of following relations

vl(AOy, y)s (AY,y)<v, (Aoy, y) ,or vAP <A<v,A” (2.4)
for any vector yeH,.

Hence, operators A and A’ in H are energetically equivalent with
constants v; and v, .

On the basis of the results §2 from [7] and inequalities (2.4) it is
possible to conclude, that the difference scheme (2.1) with regularizator
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R=0 A% at o >0.5v,, is absolutely stabile in space H (stabile under the
initial data and the right part).

6°. Let's pass to construction economic factorized two-layer differ-
ence scheme, considering the scheme (2.1) as initial. As

p
R=cA°=>R,, R,=cAl, o205v,, (2.5)
=1

p
then, replacing the operator E+rR=E+7) R, with the facto-

a=1

p
rized operator H(E +1Ra), we receive the two-layer factorized differ-
a=1

ence scheme

]EI(E+rRa>yt+Ay= f(x1), (2.6)

a=1
which in a canonical form can be written down as follows

(E +r§)yt + Ay = f(xt), (xt)eQ,, (2.7)

where R=R+7Q,, and

p
Qp= X R,Ry+7 Y RRyR, +--+7P?T]R, . (2.8)
a=1

a<p a<p<y

It’s evident, that in H the inequality R >R is valid, therefore the
factorized difference scheme (2.6) or (2.7) will be absolutely stabile un-
der the initial data and the right part.

7°. We will notice, that for difference schemes (2.6) it’s possible to
construct the effective computing algorithm by means of decomposition

p
of the operator H(E +7 Ra), which is easily implemented on the parallel
a=1
computing system.
The difference scheme (2.6) we will rewrite as follows
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where B, =E + R, =E — 7oA, A%y:yyaxa, F=1f-Ay.

Such record of difference schemes gives the chance to construct the
following computing algorithm

81V(1) =F, Bav(a) :V(a—l) (a =23..., p), V( p) = Yt (2 9)
yj+1=yj +TV(p), j=1,2,3 .

For definition of functions v, at xeT}, itis necessary to use the
following formulas:

Vig) = Ba+1"'Bpgtt(X’t) npu xey, Uy, V[0,T]. (2.10)

This algorithm is especially convenient for solution of considered
problem in case, when the function g(x,t) does not depend from t. In this
case we receive homogeneous boundary conditions for functions v,
(@=12,...,p).

So, the initial problem (2.6) breaks into a number of subtasks, each

of which is possible to solve, using parallel computing algorithms [12,
13].

4. Convergence of the difference scheme

1°. The initial difference scheme (2.1) has an error of approxima-
tion of the order O(r+|h|2), if the solution of system of the differential
equations (1.1) belongs to the class C“'z(@T ) An approximation error of

factorized scheme (2.6) we will present in such kind v =y +w,, where
w, -- an error of approximation of initial difference scheme (2.1), which

order in the considered class is equal to O(r+|h|2), and yy =7%Q,u;.

From here it is visible that at p>2 requirement t,//1:O(r+|h|2) imposes

additional restrictions on smoothness of the solution of the system of eg-
uations (1.1). However, the aprioristic estimation and the theorem of
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o @
convergence in norm of space W, can be received at weaker restric-

tions, than the condition of local approximation of order O(T + |h|2).
2°. To proof the convergence of factorized scheme (2.6) we will
consider the vector function of error z=y-u, (x,t)eQ,,, where u -- the

solution of the initial problem (1.1)-(1.3), and y - the solution of the prob-
lem (2.6), (2.3).
For the net function z we will receive the following problem

(3.1)

where y =y, +y; -- the error of approximation of the difference
scheme (2.6).
For the further statement it is useful to enter following denotations:

0 * O * *
A, =T,T,o0r Aau=TaTau=uxaxa, Tau=uia, Tau:uxa,

2
42.p

Iyl

St 2 S T B
—Eﬂ Ty M, —M%q Ty W, —Eﬂ o~ Tpy.,

Theorem 3.1. Let, conditions I-1l are satisfied, regularizator R is

defined by equality R=0A" and o >0.5v,. Then for the solution of the

problem (3.1) on any sequence of meshes Q,, the aprioristic estimation
is fair

HZ j+1 ,

}%

p
' s-2 _(+ 2
Mo max o)y +M2 7 Oggj{ng Jus ®)fg, ,

where M, M, -- the constant number which is not dependent on
the mesh.
o
A

Considering the estimation sz+1
tive constant, which is not dependent on the mesh, on the basis of the

, Where v - the posi-
1
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theorem 3.1 it is easily possible to receive the aprioristic estimation for
. @
the solution of the problem (3.1) in space W .
Theorem 3.2. Let, conditions of the theorem 3.1 are satisfied.
Then, for solution of the problem (3.1) on any sequence of meshes Q.

the aprioristic estimation is fair:

HZ j+1

%2
irs_z”ut(t-)”i’p} 3

<M1 max Jyo(t), + M5z max {
§=2

1 O<t 'Stj O<t 'Stj

where M{,M5 -- positive constants, which are not depend on
mesh.
Theorem 3.3. Let, conditions of the theorem 3.1 are satisfied. Be-

sides, let solution of system of the equations (1.1) u eC4'2(§T), when

p<4, and ueCP?(Gr) when p>2. Then the solutions of difference
o (D
problem (2.6), (2.3) converge in norm W2 with speed O(r+|h|2) to the

solution of problem (1.1)-(1.3) on any sequence of grids Q.. .

REFERENCES

1. A. A Samarskii, A. N. Tikhonov. Equations of Mathematical Phy-
sics. Publisher: Dover Pubns, 1990, 766 p.

2. A. P. Mikhailov, A. A. Samarskii. Principles of Mathematical
Modeling: ldeas, Methods, Examples. Publisher: CRC Pr-ILIC,
Numerical insights, 3, 2002.

3. A. A. Samarskii. The Theory of Difference Schemes. Publisher:
Narcel Dekker inc., 2001, 761 p.

4.  A. A. Camapckuii. O perynspusaliiu pa3HOCTHBIX cxeM. JKypHan
BLIYUCAUMENbHOU MAMEMAMUKY U MAMemMamuiyeckou qbus’uku,
1967, 7, Nel. pp. 62-93.

5.  G. I. Marchuk. Numerical Methods and Applications. Publ.: CRC
Press, 1994, 288 p.

152



10.

11.

12.

13.

14.

15.

A. A. Samarskii, P. N. Vabishevich, P. P. Matus. Difference Sche-
mes With Operator Factors. Publ.: Kluwer Academic Pub., 2002,
396 c.

A. A. Samarskii. The Classes of stabilized schemes. J. Computa-
tional Mathematics and Mathematical Physics , 1967, 7, Ne5. pp.
1096-1133.

Wenrui Hao, Shaohong Zhu. Parallel iterative methods for para-
bolic equations. — International Journal of Computer Mathematics,
Volume 86, Issue 3 March 2009, pages 431-440.

R. K. Mohanty. D. J. Evans. Alternating group explicit parallel
algorithms for the solution of one-space dimensional non-linear
singular parabolic equations using an O(k® + h*) difference method.
— International Journal of Computer Mathematics, Volume 82,
Issue 2 February 2005 , pages 203 — 218.

A. Q. M. Khalig, E. H. Twizell, D. A. Voss. On parallel algori-
thms for semidiscretized parabolic partial differential equations ba-
sed on subdiagonal Padé approximations. — Numerical Methods for
Partial Differential Equations, Volume 9 Issue 2 (March 1993).
Pages 107 — 116 (Published Online: 20 Jun 2005).

M. S. A. Taj; E. H. Twizell. A family of third-order parallel split-
ting methods for parabolic partial differential equations. — Inter-
national Journal of Computer Mathematics, 1029-0265, Volume
67, Issue 3, 1998, Pages 411 — 433.

G. Horton, S. Vandewalle, and P. Worley. An Algorithm with
Polylog Parallel Complexity for Solving Parabolic Partial Diffe-
rential Equations. — SIAM Journal on Scientific Computing. Vo-
lume 16, Issue 3, pp. 531-541 (May 1995).

J. Verkaik, H. X. Lin. A class of novel parallel algorithms for the
solution of tridiagonal systems. — Parallel Computing, Volume 31,
Issue 6, June 2005, Pages 563-587.

Xian-He Sun, Hong Zhang Sun, Lionel M. Ni. Parallel algori-
thms for solution of tridiagonal systems on multicomputers. —
Proceedings of the 3rd international conference on Supercompu-
ting, Crete, Greece, 1989. Publisher: ACM, ISBN:0-89791-309-4,
pp: 303 — 312.

Paul F. Fischer, Franco P. Preparata, John E. Savage. Generali-
zed scans and tri-diagonal systems. — Book Series “Lecture Notes
in Computer Science”, Publisher: Springer Berlin-Heidelberg.
Volume 900/1995, Book “STACS 95”, pp. 168-180.

153



393 IS IR SJI

M653650560 BSISMAHNBId IR0 LL3ISMSNS60 1LIA3IdO
39694ML°IA0 &030L 3I-IMV S I(MISIR0S60
336S(MRIBSMS 36 935L3S6B(M30RLIBNS60
LOLAGIFNLSN30L

bo'dMmddo aobboenyyaos dg@gyeo Lobasbogdm sdmEobs 30G-
3900 23500l Lobobwg®@em 30Mmdgdom Js@sdmeny@o Godol 39adm-
Fo®dmgdygeosbo  gobGmengdoms I@sgogasbbmdogrgbosbo Lol gdo-
Lbomgol:

a—u=Lu+f,
ot

oo L - 33009000 309803096@ gd05b0, danog@oe genogly@o

M39Ms@m@os,  bmenm u=(u(1),u(2),...,u(”)), f:(f(l),f(z),...,f(n)) -

Fomdmoeagbls N-g56bmdoagdosh ggd@mmgdl.

65dOMITo 5390705 SdLmE YR @o  dpa®swo  bgsmdosbo
BoJBMO0bgdyamo  LJgdgdo. 53 Lbgomdosbo ULJgdgdol spgdol @AM
2>dmYygbgodygmos Mgy s@obsizool dgmmeo, GmdgeoE ©od4doggd-
g0 04 o, bsds®@lbgol dogd. dogdymo saam@omdgbo dgodengds
99396900 0dbgl @goemobgdygmo IMogo3Mmzglm@gdosh godmmg-
gom LolRgdgdby. 9b9@My9B039e YHM@Mdsms dgmmols aodmygby-

o @

dom dopygd W2 Logdhigdo dowgdgmos s3@om@ygao  ‘dgxsligdgdo,

Amdgams Loy ydgge by ©Wod@3o3EgdYmos mgm@gds bbgsmdbosbo Uig-
dol 3Mgoomdols dgliobgd.

154



LMBI3ANL LHBLIRIVOBM I603IALOGIGOL IHMITdO
®- VII, 2009
FsmgdsBogolbs @ J033090890 a0 dg;6090905ms bgmos

TINA GOROZIA, TINATIN DAVITASHVILI

BOUNDARY VALUE PROBLEM FOR ONE CLASS
OF ORDINARY DIFFERENTIAL EQUATIONS,
GIVEN ON GRAPHS

Abstract. In the present paper the boundary value problem for one
class of the ordinary differential equations, given on graphs, and the dif-
ference method for solution of this problem is investigated. The explicit
solutions of the differential problem in the form of quadratures, and also
exact solution of the difference scheme are constructed.

Computer Rev.: j.15,j.1.7

Key words and phrases: boundary value problem, differential eq-
uations on graphs, analytical solutions, difference schemes.

1. Introduction

In papers [1,2] the mathematical model of an electropower system
which represents to boundary value problem for the ordinary differential
equations set on graphs is considered. The problem in view correctness is
investigated. The correspondent finite-difference scheme is constructed
and investigated. The double-sweep method type formulas for finding the
solution of the finite-difference scheme are offered.

Let's mark, that the boundary value problems on graphs are not in-
vestigated theoreticaly to the full in the scientific literature. See, for ex-
ample [3 —7] and the literature mentioned there.

In the present paper the boundary value problem for one class of
the ordinary differential equations set on graphs is considered. The ex-
plicit solution of this problem in the form of quadratures is constructed.
Further the difference method for solution of this problem is considered.
The exact solution of the difference scheme, which is the difference ana-
logue of solution of the differential problem is constructed. We will mark
that it’s important to have exact solution of this problem for testing, and
also for an estimation of accuracy and efficiency of the difference meth-
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ods used for numerical solution of the ordinary differential equations,
given on graphs.

3. Analytical solutions of the differential equations
given on graphs

For simplicity of presentation we will consider the graph that con-
sists of two ribs. Tops of the graph are the pointsa,, a,, and the ribs of

the graph are aga,(I}), aga, (T,).

O &

a, O O a,

Let us state the following problem: find twice continuously differ-
entiated functions u(x;), v(x,), where x_— the local coordinate along
I, 0=1,2, which satisfy:

1) the differential equations

d2u d?v
v =-f.(x), X G(O,bl), W:_fz(xz)i X2 E(O’bZ)’ (1)

1 2

where ¢, —is length of therib ', and f, (x,), o=1,2, —are given,
continuous on (0,b,, ) functions, a=12;
2) the boundary conditions

u(by) =4, v(b,) = 145, (2
3) and conditions of conjunction

u©) =v(0),

=0. (3)
dx, xo

156



It’s easy to construct the solution of the problem (1)-(3) in the form
of quadratures. We will present functions u(x;), v(x,) in the form of

sum of two functions:

u(x) =u®(x)+u®(x) @
V(%) =V (%) + VO (x,)
where
d?u®(x,) d?v®(x,)
——F—==0, x,€(0,b) ————==0, x,€(0b
dx? 1€(0.by) 02 2€(0,by)
u® (b)) =1y, v® (b,) =115, (5)
@ )
WO =vO @, U IV
oxg ‘xlzo dx ‘xzzo
and
d?u®(x,) d?v@(x,)
T1:_f1(x1), x, €(0,b,), Tzz_fz(xz), x, <(0,b,).
u®(b)=0, v¥?(b,) =0, (6)
(2) (2)
W@ =v@@, Mo YT g
dxq dx,
X]_: X2:O

The solutions of the problem (5) are the linear functions:
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X1 + b, ﬂ1+b1—x1
b, +b, b, +b,

u®(x) = Ha )

b, — X, X, +b,

v (x,) = :
(x.) b +b, “* b +b,

(8)

For construction the solution of the problem (6) let’s integrate the
first equation:

t
w@ () =u@(0) - [ fi(s)ds.
0

Integrating once again the previous relation, we will receive

X[t
u®@ (%) =u®(0) + xu' @ (0) - j [ j fl(s)ds}it .

0\0

Let’s denote by u® (0) =v®(0) = & . Then we will have
b/t
u® b)=a+ bluf(Z) 0)- IU fl(s)ds}dt ,
0o\0

Considering the condition u‘” (b)) =0, we will receive, that

2 o 1 bt
u'®(0) :E+E£{£ fl(s)ds}jt. (9)
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Therefore,

u@(x) = (1--} j {j fl(s)ds]dt —leﬁ fl(s)ds}jt. (10)
0 0\0

Let's similarly receive

v®(0) __b_+_J'(Jf (s)dsJ (11)

2 200

VO (x,) =( E ja +2 j ( j f (s)ds]dt j U f, (s)dstt . (12)

2 0

+

dx,

=0 and

Xo =0

Taking into account the condition

dx
1 X1:O

relations (9), (11), it’s possible to define the value of a constant a:

o= bllb{ m f(s)ds]dublj(j f(s)ds]dt:l (13)

Finally, taking into account equalities (7), (8), (10), (12), (13), we
obtain the explicit solution of the problem (1)-(3) in the form of quadra-
tures:
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byt by( t
X; +b, b - X by - X
u(x) = + b f,(s)ds |dt + fo(s)ds {dt |+
(%) b1+b2ﬂ1 b, +D, Hyt by (b +by) 2.(['([1() b1££2

y y (14)
ey [j f1(S)dS}dt— J [J fl(s)ds]dt
bl 0\0
V(X)_bz-Xz +X2+b1 N b, X b?jf(s)dsdebfjt.f s)ds |dt [+
Y b by A b1+b2ﬂ2 by (b +D5) 20 0 : 1o 0 a
by( t Kt
2 [f fAs)ds]dt—J[J fz(s)ds]dt
%2 3lg 0lo (15)

3. The difference scheme for problem (1) - (3)

For numerical solution of problem (1)-(3) let’s enter on segments
[0,b;] and [0,b,] the uniform mesh with steps h, and h,. Then replace
2 2
d g and d ;/ by second difference derivative [8]. Then for problem
dx{ dx5
(1)-(3) we will receive the following difference scheme:

() _ oy () 4 (4D I VP {) B |
Y :2 Y =), ; =—1,04"),  (16)
1 2

:lv-"lNl_ll Nlhl:b17 j:l!""NZ_l’ N2h2 :bzl

the boundary conditions
yMN =gy, 2N = gy, (17)
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and conditions of conjunction

®_,© ,0_,0
Y oY 2T o, (18)
hl h2

yO ;0

where y(i) =y(ihy), z() = z(jhy), xl(i) =ihy, xéj) = jh,.

Let's construct by analogy (14)-(15) exact solution of difference

scheme (16)-(18). We will present the functions y(i), z(D) in the form
of the sum of two functions:

y(i) _ yl(i) +yg) 1 7() _ Zl(J') +z§j) ,
where

yl(i—1) _zyl(i) n yl(i+l) 0 Zl(j—l) —221(j) n Zl(j+l)

-0,
hy hy

i=1..,N,-1 N;h=b, j=1...N,-1 N,h,=b,,

y =y, M =y, (19)

@)
YO =20, A

_ yl(0) Zl(1) _ zl(O)

hy hy

=0.

and

2y 4y

h{
20D _ 270 4 2(i#

h3

ygi—l)

=,y

=-04"),

i=1..,N; -1 N;h =by, ji=1...N,-1 N,h, =b,,
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y =0, 2 =o, (20)

O 0 _,0
QPO v5' — vy +Z§)—Z§) 0.

& T h hy

It is easy to show that solution of the problem (19) are following
mesh functions:

(i _ b, + x() b, — xl(i)

+ , 1=1...,N; -1
T =0 4, X b, 12 L
RS ¢) BN ) _
2{V = ; b2 i + ; 132 tyy j=1,...,N, -1
1+ 02 1+ 02 (21)

Let's find explicit expression for y’, z{". For this rewrite the eg-

uation

-1 1
(49) v -2y vy
2 Jxx

h?
(yg+1))x (yg))x :_hlfl(xl(i))v i=1...,N, -1,

and summarizing on i from 1 to k. Then we will receive

), =02 -l

—fl(xl(i)) in the form:

or

(k+1)

ys —y§d =h (ygl) )x - hlﬁ My fl(xl(i) )

i=1

Summarizing the last equation on k from 1 to j-1, we will receive:

ygj)

=y5) +(i-1h ((1)) Zhlihlfl(xl"))
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or

_ . . i1k .
ys =y + jhl(yé ) )x =2 MM fl(xl(') ) (22)
k=1 i=l

Taking into account the condition y(Nl)

the last equality it is possible to write:

0, when j=N;, from

v+ NohyyS) - Z hlZm f{k?)=0
(0) ,
Let’s denote y20 = Z§0) = a. Then we will have

(ygl) )xl = _bg = i hlihl fl(xl(i))' (23)
1 1 k=1 i=l

Therefore, from equality (22) and (23), we will receive:

_ (D)) Nt | .
ysh =|1- t1>1 +—Zh12h1f1(xl“) Zhthlfl(xl))

j = 2,3,..., Nl —1,
(24)

ygl) —( 1 Ja—kl— Z hlzhlfl(xf))
bl l k=1 i=1l

Similarly we will receive
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N,—1

(251))2 ‘—+—thzh2f2( ) (25)

b, i3 i3
and

_ MURTNMORR T i
zé‘) 1— o +_ Z hZZh2 fz(xg)) thzhz fz(xg))
2 2

j=23...,Ny—1, (26)
M (1) N1
X X 2
z{) {1 b2 Ja+— > hZZhZ fz(xg')).
2 2 k=1 i=1

Using the condition of conjunction (y(l)) 5 (zgl) )Yz =0 and equal-

ities (23), (25), it is possible to define value of a constant « :

a=

N1 N,-1
!bz > hthlfl(xl )+b1 > hzzhz (Xz ) .@

b +Db, i

Taking into account equalities (21), (24), (26) and (27), we will re-
ceive the explicit solution of the difference problem (16)-(18):
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b2+x(‘) by — x

() _ '

y y +y b, +b, M+ b, +b, Mo+
b (J) Nl_l .
5] {bzzhlzhlfl( )+blz hzzhz fLx”)| +
h 1+b2 =1

x () Np-1

_ 1k
+_1Zhthlf1(x1 - Zhlzhlfl( O] j=23..N, -1

YO _y® Ly by + V- x(V
b1+b2 ! b1+b2

@ N, -1 |
blbzbl -l)flb2 l:bz Z hlzhl fl(Xl(l))+b1 Z hZth (Xé'))}

MORUE! )
+— > hthlfl(xl )

1k1 i=1

Hoy +

b, — ng) L+ b, + xéj)
m+@ 17 b +h,

2D = 2 () 4 2D fy +

€)] N;-1 N
2 {bZ i hthl fl(Xl(l))+ by i hzzhz fz(le))}
bz (bl + bz

x({J) N1

+—ththfz(x§") Jthihzfz(xg') j=23....Ny 1.
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2@ =7

1 1

O, ,0 DX b
by+b, "1 b +b,
%—x9 { Ny

+ b6 5) b, Z hlz h, fl(xl'))+ b, Z hZZhZ fz(xgﬂ)
2 1+b2

My +

(1) N,-1
+— D hZZhZ fz(xg'))

2kl i=1

Let's mark that results of given article can be transferred for the dif-

ferential equations, given on graphs, which consists from n ribs.
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LILOBR3HM SIMGBI6S 3MHSBIdBI BdS6LIBR3H I()
R3JIRI>A03 RNBIGIGBNSRNITH 3S6SMRLIdSMS
Jm0)0 3KRILOLAI3OL

bodOmIdo odmygeggmos Lolobmg®m odmEobs g@Msggd-

by 2oblobwgdymo hggymgdbdog ©oxgMgbEosmy®d  asb@magboms
9emo geosbobmgol.
Lodo@Bogobomgol  aobgobogomm  m@o  Foombogeb dgdoasdo

a®590. a®ox0l (g90mgdos  a;,a; [9OFomgdo, boerem  Fodmgdos
202 (1) ©> 89a,(I).
a

@)

a, O O a,

ogligom dgdwgao sdmEebs: godmgmm maxg® 9Fygg@ow wo-
B9096G00gd5©0  G96J30950 U(X), V(X)) (bowsi X,— @mgoma@o
3OOEobs@ss I' -0l aob{gdog, a=1,2), dmdmgdoi ogdsgmaomgdgb
°) Uydege LoBgObEoom Yt bbHOmgddL:

d*u d?v
i’ =-f(x), % E(O,bl), E:_fz(xz)a X2 E(O'bz)' (1)
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Lowos £,— T, §odml Log@dgs, boge f (X, ), a=1,2 — dm9de-

@o 396J30go0o;
3) Lolobegdm 306mdgdls

u(by) =4, v(b,) = 145, (2

3) g gdols 30MmMdgdls

du

u(0) =v(0), ™
1 1=

=0. 3)

dgl§ogeomos @olidymo sdmEsbols sdmblbols Lbgosmdosbo dg-
0ME0. 5390905 ©0RJOJbGE0S@YM0 SdM35bol 3bowo sdmbsblibgdo
3350053 M g6do s Lbgomdosbo UJgdol bybEo sdmbsblibgdo. bso3-
@mddo dJogdygeo Jgogagoo dgodengds domgdyge 0]dbgl ©woxng@9bio-
SenyM0  gob@magdgdobmgol, Gmdggdoi aoblobwg®ygmos N Fodml
399333920 ®oRbyg. 9360dbmm, O®MI sbosgmpoy@o sdmzobgdo Fom-
dmoddbgds  gangdBOmgbgdagdoggmo  LobRgdgdol, goblowgbgdols,
Vyolopgbgdol s o.9. Jlgergddo Lbgswslbbgs 3Gmi39Lgdol dmwg-
0@ gdolisb.
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LobgdagBogs o679  mgomm@gsbobszools mgm@os, golmgols
Logobms do@ol 3ogdodgdol gganggol gOm-g@m yggeoby 3m3gems-
G0 s 390L3gJHoymo Joamdss. Gg@dobo “Lobgdpag@ogs” dg@-
by osb mo®pdsbdo bodbogl “gHmmdanog dmJdgogdsls”.

hggbo dmogo@o dobobos gohggbmm @dmam@ s 93l Lobgmyg@o-
3> 360dgbgermgob dgrgagdl  goblibgoggdyer 39(3609M9d9ddo  (dopo-
@omoE, Jomgdo@ogs s LmEomammyos). sl gbps  wog9yM©bem
(330 93950l g3mJodo? sendosm, aodmygbgdom domgdsBogol, domgds-
A0gYO o md3oydghge dmegagdl, 3OmMabmbols s Jmbo@m@ob-
20l sanam®omdgol, dgi3bogdygam Ibmgdbgroggamdsh.

LobgMa 9030l 256300509553 230hg9bs, ™I dolo mogolgdydgds
> MA020bsamds M oegdygmos 0dobg, GmI ol bsdgibom Logm-
(990 Lodo bgg@ml mobsgggmoby Iwgdes@gmdls — Lopbmdmogo (3me-

bol, goembmgoy®o Ggxwgldgdols s domgdsBoiydo dmpgmocg-
dol. Lfmége gl bodmogogdo®o Lodygogmgdols ggodanggl gdm  dgd-

0bgggodo 9989Jd 0o o35dgbmm Ig3bogdgmo LM ga0s, dgm@gdo
— dmgobpobmo Jbbgogro 33e0 93000 3GMgJHgdol m@ysbobgds [1-9].

od bod@mddo hggbl odmEebols Fomdmawagbos oligmo LmGosa-
900 30m3gbol s@fgds JomgdoBogy®d gbsbg (dgaggddbs dsmgds@o-
390 dmEgao), Geam®o3 @0l sdobolE®szoygmo bgfmas, @m-
dganoi dgodangds be®Eogmegdmwgl dogdmembyby (Lobgandfogm
ob dobo oo @gaombo, dsz3BMmImEgeo) b JogMmembyby (Lolfog-
e ©oFglgdygmgds, Lofo@dmm mdogddo ©s Ubbgs, dog@mdmwgeno)
JO535@B9AOMZobo 0 gM@maoy@o s Ggdbmempondo Lodygomgdgd-
00. domgdo@ogy® Jmpgaendo aobobogrgds bodo mdogd@o:
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I odobolg®sios (ddsdmggeo  bEOY]B9®gd0, bgemolysy-
9ds), OMIgrols Jobobl dog@em b do3@mmbybg [o®dm-

596l dob s39dwgdo®gdsdo Igmeo swsdosbgdols do@-
03> 05g0bo 06@gAglgdosb yodmdwobomy. gL 0b@gmglg-
b0 dgodengds oyml Gmym®E bods@merosbo (Lfm@o do®-
03>) 0bg gbsdo@merem (s@sbim@o dodmgo).

2. 350mgoo  sEsdosbgdo, GmMAgabyi dmJdgogol swdobol-
HO>GogEo bgfome.

3. mog0bygRomo 5byy s@sdoMmgowo sEsdosbgdo, @M gdocs,
doybgogo® sdobol@@sioygmo bgfmaols, @hgdosh me-
gobRo@mbo magols s@hggebdo o6 dmJdgogdsdo.

2. 356@m@gdsms LoliEgds s LsFgobo 3odmdgdo

3m3yas300l ggmegiool, Lomds®o dmJdgogdgdols @obhgli@g-
@0l dmpgangdols s bmEosgydo 3GmEgbgool (dom dmaol, ©g-
Jog@ox0eo, olBm@oygmo, boobgm@ds@om mdo s Lbgs) s0d{g@o
Lbbgoalbgs dmgegdols oboaobl dogysgo®m  sedoboliG@sioygemo
bgfm@ols (Jodmgol) dgdwgy >@FOB0g Jomgdo@ogy® dmwgamsdweyg [
1, 10 — 12]

r % = ax(t)y(t) - b
(2.1)
dy(t) ,
e —ax(t)y(t)+b

dmEgdgee s@s{Og0g Jomgds@ogy® dmnwgmdo sdobol@®szo-
g bgfmwol gl dgedogo bolosmo s ol 5@ 5ol ©sdmowgdy-
o ©AOMDY. dJnwgmol  asbbogrgols 3gMomeTdo  ssdosbms  mM0gy
N3 9Bl 6996900030 (3300 9dgd0 5O >Mol Aomgogolifobgdyero (59
dosbgrmgdsdo homganogros, @md dmdsmdols s Loggoomosbmdols
309%803096Egd0 BME0s).

Jopgao s@ol 9Fyggdo oby Lodogdger a9bdzogol  goshbosm
Lol gdsdo gdogsao 9Fgg9@0 Fomdmgdya gdo.

x(t) —®mol T 3mdgbldo mogolygemo (s@sds®mgoen) soo-
doobgdols GomEgbmdss,
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y(t) —®mol T 303963 To do@mgomo 5053056950l Gommgbe-
000,

b— >doboliB®sizogeo bgfmeols doans,

a — mogolynagdol 3mga03096@0.

x(t) 0o }’(t) 396J30900L  @omEgbmd@ogo (3380 gdgdo
®mol £ dndgb@do sofg@mgds (2.1) s@s{@R0g0 gob@mamgdsms Lol-
Bgdom. Aoaobs3z yobBmergdosms LolBgds (2.1) s@ols 3oGggeo @o-
20l, 9bes soligol @ods@gdomo 30Mmbds (Mol 3oMmMmds)

x(0) = x, y(0) =, (2.2)

dogogo gemdol sdmEebs (2.1), (22). 5dslmsb, dybgd@ogos, GmI
b=0, a>=0.
3030300 3bowo Lbabom I(fj 0O _}’(f) 396J30g%0.

S5boi3 dJmpgaols gobbogrgols 3g@omedo m@ogg xa9gol o4-
bgd®0go (3o gdgdo 0daggzosh gOMMbmomdsTdo bymmgsb 989J@ L,

d30d3UL:

x(D+y)=x+y=a (2.3)

Looobo godmglobmm _}’(f)
y(©) = a— x(©) @24
hoglgom (24) LolLRgds (2.1)-0l 306ggen  2ob@Gmagdsdo. d5dob

dogowgdm  3oMggmo  @ogol  aobiomgdsgmomgdosbo 0By 9b-
(3058090 aobGmagdolsmgols gmTol sdmEobsls

dx(t)
dt

= ax(t)(a—x(t))—b (2.5)

x(0) = x,

I(E) 39bJzool  @omEgbmd@ogo  3geoggds  godmolobs
335005 o Lsdfgzdom

dx 5 5
Ezrmx—ax —b=—ax“+aax—>b
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‘dgdmgommm >ebodgbs:

p-t @ 2.6
“a 7 (26)
aobgobogmo Lodo goblibgsggdyemo dgdmbgggs:
I. D=0.
dodob (2.5) doomgdl Lobgls
g__ z 4 —bh=— (2_ _|_E)__ 2_ +a_2_a_2+g =
5 = o taax =-a|x —ax+_|=—e| X -axt -+ )=
( a)2 N b a?
=—allx—= ———
2 a 4
Goyob
b a’
a 4
32909 md0 BoO(h03 ©0GIAIbG0oE YA {bGHME Sl
dx ( a)z
_ = _{I - —
dt 2

@md@ol  gOmoEgOmo  5dmbsblbo, Lofgolo 3odmdol  aomge-
eolfobgdom hsofgdgods

a
. —2

x(t) =5 + ) 2.7)

2 at (xo - E) +1
bogm (23) s (24) yomgsmolifobgdom, dogowgdm
b 8
a 0 T3
YR =5~ 2 (2.8)
at (xo - E) +1

Lodm@mme @ - 3b0dgbgemdols omgoolfobgdom, dogomgdm
3ol sdm@izsbol (2.1), (22) gomsg@m byl sboeoby® dmboblbl.
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Xg + Yo Xo — Yo

x(t) =
2 2+ at(xp — o) 2.9)
Xo + o Yo — %o
¥ I_' f—
y(®) 2 2+ at(xy — V)

od d9dmbgggsdo, (2.9)-0l sbogmobo gg0hggbgdl, G®I LmEoyddo
d9dogo  >dobolE@dsioygmo  bgfmaols s mybesi  goblibgegy-
b0 Lalis@@m 306mdg50l Joybgosgen (Xg F Vo) 306033990
oo OMol dgdpgy, ©8dYs@ME ds JoMMZoPo S SMSTSM!NZGSWO
50530569601 Mobods®0 MomEgbmds (s@sbsgdo@molio bgfmans).

II. aobgobognemm dgdmbgggs, Gm@ES D = 0.

b a? ,
a3 P20

dodob (2.5)-@ob dogowgdm

dx (2 +b)_ , +a2 a2+b
5= el axt o) =—a| —axd -t

B [ a, b a
=—alx =)+ —7)

dx

Ez—ﬂ:[(x—%)2+’p2] (2.10)

domgoyao (2.10) yobBmergdols bmpswo sdmbsblibos:

= —apt+C (2.11)

dmgdgeo bofgobo 300mdol pomgoamolifobgdom, gmgdyamdnm
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a

Xp —H Xn — VWV

° 2=arctanu—30
p 2p

C = arctan

hogligom C -l 3609gbgermds bmgow 5dmbobblbdo (2.11), dogo-
©gom

x—Zo_Jo 2X—Xg— ¥
arctan 2 = arctan 9 9
p 2p
2X — Xg— Yo Xo = Mo
arctan = —apt+arctan————
2p “P 2p

sd@ogo, od dgdmbgggedo (2.1) LolBgdol odmbsblibl  gJ6gds
Lobg

7 _tan{:apt)
X (0) = Xo ‘2"}0 - iﬁz yem— (2.12)
2
Xo = Vo
() =22 2p_ntery
9 Xo — Yo
1+ oD tan(apt)

(2.12)-5 sbognrobo odanggs Lod 2oblibgoggdyen dgdmbgggsl:
- mo30bygomo  sEsdosbgdols Homgbmds, GMAgeoi mogs-

30039mo©  Jo@ngoo Momegbmdols dg@o oym (Xo = ¥o) , 8oob-
Foogg0l Fmbolfmamdols dpamds®gmdoliggh, ®mdgmoi  Logdmm
@omEgbmdol bobgga®bg bogangdos (darog®o, dopa@sd dgdmyogeno
bgfmas mogolygom ssdosbydby);

- 0030y Bo@0  5sdosbgdol  MomEgbmds, @MIgaoE  mogwe-
300gg@oE  Jo@Mgoo  MomEgbmbdols  Amero  ob  bogangdo  oym
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(X0 = Vo). Bool§éoggol bamolbggh (dmogho bgfeoms, Leamo
3MbGOmeols dgdmbgggs);

- 0030byBo@o  >sdosbgdol Momgbmds, @MIgmoE  mogws-
3063950 Johmgeo Gomwgbmdols dgdo ogm (Xg = ¥p) , doob-

Fooggol byamolbyggh (gdeogdglbo  bgfmems  mogolbygoe  swsdos-
690Dy , LEYmo EsIm@hog gdols Jmwgeno).

III. gobgobogomo dgdmbgggs, Gm@Es D <0

b a* ,
« 7P <0

dodob (2.5) doomgdl Lobgl

e 2) afc—27—p?]
—=—a|(x—< ——— X—=
dt
Jomgdymo ©0gBgAgbosY@0 AobBmagbols bmyswo sdmbsobl-
boo:
X—2—p
In|—=2—|= —2apt+C

LoFgolio 3o@mdols yomgogolifobgdom

X—a P
C=In|—2—"|=mn

Xo—Vo — 2P
— Yo +2p

Pogligom C -1 360936gemds bmgsw 5dmbsblibTo, dogowgdm
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_ Yo+t Yo _

X p e — _2
In X —2|- 7 = —Zapt+ In 0 Yo p
X_DTJD""P Xo — Yo +2p
booabs
Xt Yo

7 P _ Xo—Yo — 2P  o—2apt
X_WT%-FP Xo = Yo +2p

Xg+Mo

>mgbodbmm k=x—

F{_P: Xo—Vo — 2P . o 2apt
k+p x— ¥ +2p

(k —p) (o —yo +2p) = (k +p)(xo—yo — 2p) - €7

k[:x[!l_}ru + EP:] — k(:{'l}—}rﬂ — EP] . g~ lapt

=p(xp— ¥, + 2p) _HP(XD_}’H — 2p) - e oFt
k(xl}_}rl} + Ep - (II}_}?D —_ Ep] . E_&ﬂf'ﬂfj

= P(ID— Va + 2p+ (Il}—}rﬂ — EP] . E—Zn:g:r:]

AeEemdols m@ogg bsfomo aoggmm (17.3 — Yy T+ 2?3')-“03

k (1 _ XY 2P -e‘mt) =D (1 P s ek < -E‘mt)
Xog — Yo +2p Xog — Yo+ 2p

Looabsg
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P(1+ Xo—Vo — 2P E,—zarpt)

— Yo +2p
Ik =
. jci_‘ll_.}f — 2?9 g—2apt
— Y +2p°

> LsdmemmE d0gowgdm FAm@mdsls

Xo—Vo — 2P —2apt
Xt ’P(l-i— — Y, +2p e )

2 - xu —Vo — 2P __aupt
1— -
Xog — Yo +2p

5dM0y00, Ladm@mmE 3mgdygmmdn gmdol sdmisbol (2.1), (22)-
ol bYb@ Sbogoby® 5dmbsblibls

Xo_Yo_2D . ,—2apt
Xo "’J’u_'_p(l Xo_Vo + 20 ° )

X{:t]= 7 1 Xo_Vo Zp o-2apt
Xo_Yo + 2D .13)
Xo_Yo_2D . ,—Zapt
!&]_xo "‘J’u_p(l Xo Ve + 20 ¢ )
) B 2 1_ X.;. .}J Z’p —Zaf'pt
Xo_Vo +2p

(2.13) obogrobo gg0hggbgdl, Gmd Joygbgosogo LobEo@EM  3o-
@mdgd0ls mogolyRsmo ssdosbgdols Gosmwgbmds dJool{@oxggols gom-
33990 Tobslfmamdol Gompgbmdboliggh, Gmdgmmoi Logdomm @omg-
bemdols bobggodbg dg@os (LyglGo bgfemans).

sd@0o©, Jomgdbymmo  bylGo  Sbooby@o  sdmblbs  odanggs
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TEMUR CHILACHAVA, TSIALA DZIDZIGURI,
LEILA SULAVA, MAIA CHAKABERIA

NONLINEAR MATHEMATICAL MODEL
OF ADMINISTRATIVE PRESSURE

Abstract

In work the new nonlinear continuous mathematical model which
can describe in the given society (the country, an educational institution,
industrial object etc.) administrative pressure upon people from outside
administrative structures for the purpose of the control of their actions is
offered. The mathematical model is described by nonlinear system of the
differential equations with two unknown (quantity free (non-ruled) and
ruled people at the moment of ttime). Administrative pressure which can
have various forms, is generally defined by the given function of time. In
case of constant administrative pressure the problem of Cauchy’s for sys-
tem of the nonlinear differential equations of the first order is solved ana-
Iytically exactly. Depending on various correlations between model pa-
rameters (the factor of degree of freedom, force of administrative pres-
sure) and initial conditions are received five various cases:

e without dependence from starting conditions the quantity of free
people aspires to certain equilibrium value which is more than
half of their total quantity (weak pressure);

e despite constant administrative pressure and various starting con-
ditions in society the equal quantity of ruled and non-ruled people
will be established (insufficient pressure);

e the quantity of free people which was initially more quantities
ruled, aspires to equilibrium value which is less than half of their
total quantity (strong, but the limited pressure upon free people);

e the quantity of free people which was initially less or equally
quantities ruled, aspires to zero (strong pressure, a complete con-
trol case);

e the quantity of free people which was initially more quantities
ruled, aspires to zero (the strongest pressure upon free people,
model of full submission).

The offered mathematical model except theoretical interest has also
the important practical meaning as both sides (administration, free people)
can use results of mathematical model in conformity of the purposes.
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